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Télécopie : (+33) 4 76 61 20 99
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Proposal for a M2R internship

Optimization of the Auto-Tuning of HPC Application Computing Kernels

Advisors: Brice Videau, Arnaud Legrand, and Frédéric Desprez
Required Skills:

• C programming, UNIX, shell, ssh, git

• Compiling for parallel architectures

• Basics of experiment analysis with R and of mathematical optimization is a plus

• Basic knowledge of ruby is a plus

1 Context

Scientific computing has a huge impact in our everyday lives. Most of our technology nowadays is designed with
the help of modeling tools and simulation softwares. Weather forecasting, geological applications, bioinformatics
or material science are among the most demanding applications in term of computing power. Very large High
Performance Computing (HPC) infrastructures are required to obtain simulation models, more precise results or
shorter time to solution. The supercomputers computing power has been tracked by the Top500 list (www.top500.org)
for the past 20 years. It shows that supercomputer performance roughly doubled every 18 month during this period
and nowadays the fastest supercomputer can manage 33 peta floating point operation per second (1015 flops). In
the past three years. supercomputers computing performance only doubled and it is likely that the past evolution is
not sustainable anymore.

One of the reason behind this stall is the energy wall. Supercomputers energy consumption has grown with each
generation and is reaching the 20MW barrier. In order to keep improving the computing power, in this 20MW power
budget, the energy efficiency of computing components has to drastically improve. To reach the exaflop (1018 flops)
rate we need a 20× improvement in power efficiency. In order to keep the energy consumption and the cost of
such system lower, supercomputers have evolved from monolithic ad-hoc machines to interconnections of commodity
systems. These systems have also become more parallel, with processors composed of several computing cores and
accelerator composed of hundreds or thousands of cores. Using more computing units that are less powerful but
more energy efficient allows to increase the global efficiency of the machine.

Nonetheless parallel architectures are much more complex to program than sequential ones. Recent supercom-
puters have become incredibly difficult to program efficiently and applications need to be tuned specifically in order
to perform reasonably well. Moreover, several architectures compete in the HPC market and they don’t share a
common programming model. In this context the everyday work of HPC application developer has become much
more oriented on the optimization aspect of software development rather than focusing on adding new functionalities
to their application.

2 Environment

The CORSE and MESCAL INRIA teams share a common interest for HPC architectures and HPC applications.
The research of MESCAL is focused on performance evaluation aspects of large scale distributed systems while
the CORSE researchers focus on the interface between runtime systems and compilers. Both teams have a strong
expertise regarding parallel applications and parallel programming and long-standing collaborations in national and
international projects.



Both teams are involved in the Joint Laboratory for Extreme Scale Computing between University of Illinois
at Urbana-Champaign INRIA, Argonne National Laboratory, Illinois’ Center for Extreme-Scale Computation, the
National Center for Supercomputing Applications, and the Barcelona Supercomputing Center.

Some of their members are also involved in the European Mont-Blanc Project (European scalable and power
efficient HPC platform based on low-power embedded technology). Indeed, HPC systems developed from today’s
energy-efficient solutions used in embedded and mobile devices are an interesting alternative to accelerators such
as GPUs or Intel Xeon Phi. As of today, the CPUs of these devices are mostly designed by ARM. However, ARM
processors have not been designed for HPC, and ARM chips have never been used in HPC systems before, leading
to a number of significant challenges. One envisioned possibility for designing such exascale platforms is the use of
100,000+ ARM processors and their GPU connected through hierarchical Ethernet networks.

3 Goal

One of the Mont-Blanc project goals is to develop tools and methodologies to help HPC application developers port
and tune their code for current and future targets. BOAST is one of the approach proposed by the CORSE team
and consists in a meta-programming and auto-tuning framework designed to write performance portable computing
kernels. BOAST allows the description of a computing kernel and its possible optimization using and embedded
domain specific language (EDSL). The kernel and a combination of optimization can then be generated in a target
programming language of choice (FORTRAN, C, CUDA or OpenCL). BOAST can then benchmark (using a selected
compiler and compiler options) and test the generated kernel for regressions.

Finding the optimal combination of optimization and compiler flags of a kernel for a given architecture+compiler
is extremely time consuming. The goal of the internship is to study the different existing approaches to reduce
the number of experiments required to find a satisfactory solution to such optimization problem. Several previous
work exist (see bibliography) studied these problems but few, to our knowledge, have focused at the same time
on optimizing the combination of meta-programming optimization and compiler flags optimization. The BOAST
framework offers an opportunity to study this problem in an integrated environment.

Promising solutions will then be integrated to BOAST or new ones will be developed. This will allow BOAST to
optimize more complex kernels as well as increase the quality of the optimization results.
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