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## Random Matrix Regime

- No longer valid if $p, n \rightarrow \infty$ with $p / n \rightarrow c \in(0, \infty)$,

$$
\left\|\hat{C}_{p}-C_{p}\right\| \nrightarrow 0
$$

- For practical $p, n$ with $p \simeq n$, leads to dramatically wrong conclusions
- Even for $n=100 \times p$.
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$\Rightarrow$ no convergence in spectral norm.
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## Proof
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- With $\mu_{p}$ e.s.d. of $\frac{1}{n} X_{p} X_{p}^{\top}$,
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m_{\mu_{p}}(z)=\frac{1}{p} \operatorname{tr}\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}=\frac{1}{p} \sum_{i=1}^{p}\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{i i}
$$

- Write

$$
X_{p}=\left[\begin{array}{c}
y^{\top} \\
Y_{p-1}
\end{array}\right] \in \mathbb{R}^{p \times n}
$$

so that, for $\Im[z]>0$,

$$
\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}=\left(\begin{array}{cc}
\frac{1}{n} y^{\top} y-z & \frac{1}{n} y^{\top} Y_{p-1} \\
\frac{1}{n} Y_{p-1} y & \frac{1}{n} Y_{p-1} Y_{p-1}^{\top}-z I_{p-1}
\end{array}\right)^{-1} .
$$
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## Proof (continued)

- From block matrix inverse formula

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\left(A-B D^{-1} C\right)^{-1} & -A^{-1} B\left(D-C A^{-1} B\right)^{-1} \\
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\end{array}\right)
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we have
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\end{array}\right)
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we have

$$
\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{11}=\frac{1}{-z-z \frac{1}{n} y^{\top}\left(\frac{1}{n} Y_{p-1}^{\top} Y_{p-1}-z I_{n}\right)^{-1} y}
$$

- By Trace Lemma, as $p, n \rightarrow \infty$

$$
\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{11}-\frac{1}{-z-z \frac{1}{n} \operatorname{tr}\left(\frac{1}{n} Y_{p-1}^{\top} Y_{p-1}-z I_{n}\right)^{-1}} \xrightarrow{\text { a.s. }} 0
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$$
\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{11}-\frac{1}{-z-z \frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p}^{\top} X_{p}-z I_{n}\right)^{-1}} \xrightarrow{\text { a.s. }} 0 .
$$

- Since $\frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p}^{\top} X_{p}-z I_{n}\right)^{-1}=\frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}-\frac{n-p}{n} \frac{1}{z}$,
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## Proof (continued)

- By Rank-1 Perturbation Lemma ( $X_{p}^{\top} X_{p}=Y_{p-1}^{\top} Y_{p-1}+y y^{\top}$ ), as $p, n \rightarrow \infty$

$$
\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{11}-\frac{1}{-z-z \frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p}^{\top} X_{p}-z I_{n}\right)^{-1}} \xrightarrow{\text { a.s. }} 0 .
$$

- Since $\frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p}^{\top} X_{p}-z I_{n}\right)^{-1}=\frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}-\frac{n-p}{n} \frac{1}{z}$,

$$
\left[\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}\right]_{11}-\frac{1}{1-\frac{p}{n}-z-z \frac{1}{n} \operatorname{tr}\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1}} \xrightarrow{\text { a.s. }} 0 .
$$

- Repeating for entries $(2,2), \ldots,(p, p)$, and averaging, we get (for $\Im[z]>0$ )

$$
m_{\mu_{p}}(z)-\frac{1}{1-\frac{p}{n}-z-z \frac{p}{n} m_{\mu_{p}}(z)} \stackrel{\text { a.s. }}{\longrightarrow} 0 .
$$
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- Then $m_{\mu_{p}}(z) \xrightarrow{\text { a.s. }} m(z)$ solution to

$$
m(z)=\frac{1}{1-c-z-c z m(z)}
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i.e., (with branch of $\sqrt{f(z)}$ such that $m(z) \rightarrow 0$ as $|z| \rightarrow \infty$ )
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## Proof of the Marčenko-Pastur law

Proof (continued)

- Then $m_{\mu_{p}}(z) \xrightarrow{\text { a.s. }} m(z)$ solution to

$$
m(z)=\frac{1}{1-c-z-c z m(z)}
$$

i.e., (with branch of $\sqrt{f(z)}$ such that $m(z) \rightarrow 0$ as $|z| \rightarrow \infty$ )

$$
m(z)=\frac{1-c}{2 c z}-\frac{1}{2 c}+\frac{\sqrt{\left(z-(1+\sqrt{c})^{2}\right)\left(z-(1-\sqrt{c})^{2}\right)}}{2 c z}
$$

- Finally, by inverse Stieltjes Transform, for $x>0$,

$$
\lim _{\varepsilon \downarrow 0} \frac{1}{\pi} \Im[m(x+\imath \varepsilon)]=\frac{\sqrt{\left((1+\sqrt{c})^{2}-x\right)\left(x-(1-\sqrt{c})^{2}\right)}}{2 \pi c x} 1_{\left\{x \in\left[(1-\sqrt{c})^{2},(1+\sqrt{c})^{2}\right]\right\}} .
$$

And for $x=0$,

$$
\lim _{\varepsilon \downarrow 0} \imath \varepsilon \Im[m(\imath \varepsilon)]=\left(1-c^{-1}\right) 1_{\{c>1\}} .
$$

## Sample Covariance Matrices

Theorem (Sample Covariance Matrix Model [Silverstein,Bai'95]) Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p} \in \mathbb{R}^{p \times n}$, with

- $C_{p} \in \mathbb{C}^{p \times p}$ nonnegative definite with e.s.d. $\nu_{p} \rightarrow \nu$ weakly,
- $X_{p} \in \mathbb{C}^{p \times n}$ has i.i.d. entries of zero mean and unit variance.

As $p, n \rightarrow \infty, p / n \rightarrow c \in(0, \infty)$, $\tilde{\mu}_{p}$ e.s.d. of $\frac{1}{n} Y_{p}^{\top} Y_{p} \in \mathbb{R}^{n \times n}$ satisfies

$$
\tilde{\mu}_{p} \xrightarrow{\text { a.s. }} \tilde{\mu}
$$

weakly, with $m_{\tilde{\mu}}(z), \Im[z]>0$, unique solution with $\Im\left[m_{\tilde{\mu}}(z)\right]>0$ of

$$
m_{\tilde{\mu}}(z)=\left(-z+c \int \frac{t}{1+m_{\tilde{\mu}}(z)} \nu(d t)\right)^{-1}
$$
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## Sample Covariance Matrices

Theorem (Sample Covariance Matrix Model [Silverstein,Bai'95])
Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p} \in \mathbb{R}^{p \times n}$, with

- $C_{p} \in \mathbb{C}^{p \times p}$ nonnegative definite with e.s.d. $\nu_{p} \rightarrow \nu$ weakly,
- $X_{p} \in \mathbb{C}^{p \times n}$ has i.i.d. entries of zero mean and unit variance.

As $p, n \rightarrow \infty, p / n \rightarrow c \in(0, \infty)$, $\tilde{\mu}_{p}$ e.s.d. of $\frac{1}{n} Y_{p}^{\top} Y_{p} \in \mathbb{R}^{n \times n}$ satisfies

$$
\tilde{\mu}_{p} \xrightarrow{\text { a.s. }} \tilde{\mu}
$$

weakly, with $m_{\tilde{\mu}}(z), \Im[z]>0$, unique solution with $\Im\left[m_{\tilde{\mu}}(z)\right]>0$ of

$$
m_{\tilde{\mu}}(z)=\left(-z+c \int \frac{t}{1+t m_{\tilde{\mu}}(z)} \nu(d t)\right)^{-1}
$$

Moreover, $\tilde{\mu}$ is continuous on $\mathbb{R}^{+}$and real analytic wherever positive.

Immediate corollary: For $\mu_{p}$ e.s.d. of $\frac{1}{n} Y_{p} Y_{p}^{\top}=\frac{1}{n} \sum_{i=1}^{n} C_{p}^{\frac{1}{2}} x_{i} x_{i}^{\top} C_{p}^{\frac{1}{2}}$,

$$
\mu_{p} \xrightarrow{\text { a.s. }} \mu
$$

weakly, with $\tilde{\mu}=c \mu+(1-c) \boldsymbol{\delta}_{0}$.

## Sample Covariance Matrices



Figure: Histogram of the eigenvalues of $\frac{1}{n} Y_{p} Y_{p}^{\top}, n=3000, p=300$, with $C_{p}$ diagonal with evenly weighted masses in (i) $1,3,7$, (ii) $1,3,4$.
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## Further Models and Deterministic Equivalents

Sometimes, $\mu_{p}$ does not converge!

- if $\nu_{p}$ does not converge
- if $p / n$ does not converge
- if eigenvectors of deterministic matrices play a role!

Deterministic equivalents: sequence $\bar{\mu}_{p}$ of deterministic measures, with

$$
\mu_{p}-\bar{\mu}_{p} \xrightarrow{\text { a.s. }} 0
$$

or equivalently, deterministic sequence of $m_{p}$ with

$$
m_{\mu_{p}}-m_{p} \xrightarrow{\text { a.s. }} 0 .
$$

## Further Models and Deterministic Equivalents

Theorem (Doubly-correlated i.i.d. matrices)
Let $B_{p}=C_{p}^{\frac{1}{2}} X_{p} T_{p} X_{p}^{\top} C_{p}^{\frac{1}{2}}$, with e.s.d. $\mu_{p}, X_{p} \in \mathbb{R}^{p \times n}$ with i.i.d. entries of zero mean, variance $1 / n, C_{p}$ Hermitian nonnegative definite, $T_{p}$ diagonal nonnegative, $\limsup _{p} \max \left(\left\|C_{p}\right\|,\left\|T_{p}\right\|\right)<\infty$. Denote $c=p / n$.
Then, as $p, n \rightarrow \infty$ with bounded ratio $c$, for $z \in \mathbb{C} \backslash \mathbb{R}^{-}$,

$$
m_{\mu_{p}}(z)-m_{p}(z) \xrightarrow{\text { a.s. }} 0, \quad m_{p}(z)=\frac{1}{p} \operatorname{tr}\left(-z I_{p}+\bar{e}_{p}(z) C_{p}\right)^{-1}
$$

with $\bar{e}(z)$ unique solution in $\left\{z \in \mathbb{C}^{+}, \bar{e}_{p}(z) \in \mathbb{C}^{+}\right\}$or $\left\{z \in \mathbb{R}^{-}, \bar{e}_{p}(z) \in \mathbb{R}^{+}\right\}$of

$$
\begin{aligned}
e_{p}(z) & =\frac{1}{p} \operatorname{tr} C_{p}\left(-z I_{p}+\bar{e}_{p}(z) C_{p}\right)^{-1} \\
\bar{e}_{p}(z) & =\frac{1}{n} \operatorname{tr} T_{p}\left(I_{n}+c e_{p}(z) T_{p}\right)^{-1}
\end{aligned}
$$

## Other Refined Sample Covariance Models

Side note on other models.
Similar results for multiple matrix models:

## Other Refined Sample Covariance Models

Side note on other models.
Similar results for multiple matrix models:

- Information-plus-noise: $Y_{p}=A_{p}+X_{p}, A_{p}$ deterministic
- Variance profile: $Y_{p}=P_{p} \odot X_{p}$ (entry-wise product)
- Per-column covariance: $Y_{p}=\left[y_{1}, \ldots, y_{n}\right], y_{i}=C_{p, i}^{\frac{1}{2}} x_{i}$
- etc.
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## No Eigenvalue Outside the Support

Theorem (No Eigenvalue Outside the Support [Silverstein,Bai'98])
Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p} \in \mathbb{R}^{p \times n}$, with

- $C_{p} \in \mathbb{R}^{p \times p}$ nonnegative definite with e.s.d. $\nu_{p} \rightarrow \nu$ weakly,
- $X_{p} \in \mathbb{R}^{p \times n}$ has i.i.d. entries of zero mean and unit variance,
- $E\left[\left|X_{p}\right|_{i j}^{4}\right]<\infty$,
- $\max _{i} \operatorname{dist}\left(\lambda_{i}\left(C_{p}\right), \operatorname{supp}(\nu)\right) \rightarrow 0$.

Let $\tilde{\mu}$ be the limiting e.s.d. of $\frac{1}{n} Y_{p}^{\top} Y_{p}$ as before. Let $[a, b] \subset \mathbb{R}^{\top} \backslash \operatorname{supp}(\tilde{\nu})$. Then,

$$
\left\{\lambda_{i}\left(\frac{1}{n} Y_{p}^{\top} Y_{p}\right)\right\}_{i=1}^{n} \cap[a, b]=\emptyset
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for all large $n$, almost surely.

## No Eigenvalue Outside the Support

Theorem (No Eigenvalue Outside the Support [Silverstein,Bai'98])
Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p} \in \mathbb{R}^{p \times n}$, with

- $C_{p} \in \mathbb{R}^{p \times p}$ nonnegative definite with e.s.d. $\nu_{p} \rightarrow \nu$ weakly,
- $X_{p} \in \mathbb{R}^{p \times n}$ has i.i.d. entries of zero mean and unit variance,
- $E\left[\left|X_{p}\right|_{i j}^{4}\right]<\infty$,
- $\max _{i} \operatorname{dist}\left(\lambda_{i}\left(C_{p}\right), \operatorname{supp}(\nu)\right) \rightarrow 0$.

Let $\tilde{\mu}$ be the limiting e.s.d. of $\frac{1}{n} Y_{p}^{\top} Y_{p}$ as before. Let $[a, b] \subset \mathbb{R}^{\top} \backslash \operatorname{supp}(\tilde{\nu})$. Then,

$$
\left\{\lambda_{i}\left(\frac{1}{n} Y_{p}^{\boldsymbol{\top}} Y_{p}\right)\right\}_{i=1}^{n} \cap[a, b]=\emptyset
$$

for all large $n$, almost surely.

In practice: This means that eigenvalues of $\frac{1}{n} Y_{p}^{\top} Y_{p}$ cannot be bound at macroscopic distance from the bulk, for $p, n$ large.

## Spiked Models

## Breaking the rules. If we break

- Rule 1: Infinitely many eigenvalues may wander away from $\operatorname{supp}(\mu)$.




## Spiked Models

## If we break:

- Rule 2: $C_{p}$ may create isolated eigenvalues in $\frac{1}{n} Y_{p} Y_{p}^{\top}$, called spikes.


Figure: Eigenvalues of $\frac{1}{n} Y_{p} Y_{p}^{\top}, C_{p}=\operatorname{diag}(\underbrace{1, \ldots, 1}_{p-4}, 2,3,4,5), p=500, n=2000$.

## Spiked Models: The phase transition phenomenon
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Figure: Eigenvalues of $\frac{1}{n} Y_{p} Y_{p}^{\top}, C_{p}=\operatorname{diag}(\underbrace{1, \ldots, 1}_{p-4}, 2,3,4,5)$.

## Spiked Models

Theorem (Eigenvalues [Baik,Silverstein'06])
Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p}$, with

- $X_{p}$ with i.i.d. zero mean, unit variance, $E\left[\left|X_{p}\right|_{i j}^{4}\right]<\infty$.
- $C_{p}=I_{p}+P, P=U \Omega U^{\top}$, where, for $K$ fixed,

$$
\Omega=\operatorname{diag}\left(\omega_{1}, \ldots, \omega_{K}\right) \in \mathbb{R}^{K \times K} \text {, with } \omega_{1} \geq \ldots \geq \omega_{K}>0 \text {. }
$$
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Then, as $p, n \rightarrow \infty, p / n \rightarrow c \in(0, \infty)$, denoting $\lambda_{i}=\lambda_{i}\left(\frac{1}{n} Y_{p} Y_{p}^{\boldsymbol{\top}}\right)$,

- if $\omega_{m}>\sqrt{c}$,

$$
\lambda_{m} \xrightarrow{\text { a.s. }} 1+\omega_{m}+c \frac{1+\omega_{m}}{\omega_{m}}>(1+\sqrt{c})^{2}
$$

## Spiked Models

## Theorem (Eigenvalues [Baik,Silverstein'06])

Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p}$, with

- $X_{p}$ with i.i.d. zero mean, unit variance, $E\left[\left|X_{p}\right|_{i j}^{4}\right]<\infty$.
- $C_{p}=I_{p}+P, P=U \Omega U^{\top}$, where, for $K$ fixed,

$$
\Omega=\operatorname{diag}\left(\omega_{1}, \ldots, \omega_{K}\right) \in \mathbb{R}^{K \times K}, \text { with } \omega_{1} \geq \ldots \geq \omega_{K}>0
$$

Then, as $p, n \rightarrow \infty, p / n \rightarrow c \in(0, \infty)$, denoting $\lambda_{i}=\lambda_{i}\left(\frac{1}{n} Y_{p} Y_{p}^{\boldsymbol{\top}}\right)$,

- if $\omega_{m}>\sqrt{c}$,

$$
\lambda_{m} \xrightarrow{\text { a.s. }} 1+\omega_{m}+c \frac{1+\omega_{m}}{\omega_{m}}>(1+\sqrt{c})^{2}
$$

- if $\omega_{m} \in(0, \sqrt{c}]$,

$$
\lambda_{m} \xrightarrow{\text { a.s. }}(1+\sqrt{c})^{2}
$$

## Spiked Models



Figure: Eigenvalues of $\frac{1}{n} Y_{p} Y_{p}^{\top}, C_{p}=\operatorname{diag}(\underbrace{1, \ldots, 1}_{p-2}, 2,3), p=500, n=1500$.

## Spiked Models

## Proof

- Two ingredients: Algebraic calculus + trace lemma


## Spiked Models

## Proof

- Two ingredients: Algebraic calculus + trace lemma
- Find eigenvalues away from eigenvalues of $\frac{1}{n} X_{p} X_{p}^{\top}$ :

$$
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- Use low rank property: $\left(C_{p}=I_{p}+P=I_{p}+U \Omega U^{\top}\right)$

$$
I_{p}-C_{p}^{-1}=I_{p}-\left(I_{p}+U \Omega U^{\top}\right)^{-1}=U\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}, \Omega \in \mathbb{C}^{K \times K}
$$

Hence

$$
0=\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{p}+\lambda U\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1}\right)
$$

## Spiked Models

## Proof

- Two ingredients: Algebraic calculus + trace lemma
- Find eigenvalues away from eigenvalues of $\frac{1}{n} X_{p} X_{p}^{\top}$ :

$$
\begin{aligned}
0 & =\operatorname{det}\left(\frac{1}{n} Y_{p} Y_{p}^{\top}-\lambda I_{p}\right), \quad Y_{p}=C_{p}^{\frac{1}{2}} X_{p} \\
& =\operatorname{det}\left(C_{p}\right) \operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda C_{p}^{-1}\right) \\
& =\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}+\lambda\left(I_{p}-C_{p}^{-1}\right)\right) \\
& =\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{p}+\lambda\left(I_{p}-C_{p}^{-1}\right)\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1}\right) .
\end{aligned}
$$

- Use low rank property: $\left(C_{p}=I_{p}+P=I_{p}+U \Omega U^{\top}\right)$

$$
I_{p}-C_{p}^{-1}=I_{p}-\left(I_{p}+U \Omega U^{\top}\right)^{-1}=U\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}, \Omega \in \mathbb{C}^{K \times K}
$$

Hence
$0=\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{p}+\lambda U\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1}\right)$.

## Spiked Models

## Proof (2)

- Sylverster's identity $(\operatorname{det}(I+A B)=\operatorname{det}(I+B A))$,

$$
0=\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{K}+\lambda\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1} U\right)
$$

## Spiked Models

## Proof (2)

- Sylverster's identity $(\operatorname{det}(I+A B)=\operatorname{det}(I+B A))$,

$$
0=\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{K}+\lambda\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1} U\right)
$$

- No eigenvalue outside the support [Bai,Sil'98]: $\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)$ has no zero beyond $(1+\sqrt{c})^{2}$ for all large $n$ a.s.


## Spiked Models

## Proof (2)

- Sylverster's identity $(\operatorname{det}(I+A B)=\operatorname{det}(I+B A))$,
$0=\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right) \operatorname{det}\left(I_{K}+\lambda\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1} U\right)$
- No eigenvalue outside the support [Bai,Sil'98]: $\operatorname{det}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)$ has no zero beyond $(1+\sqrt{c})^{2}$ for all large $n$ a.s.
- Extension of Trace Lemma: for each $z \in \mathbb{C} \backslash \operatorname{supp}(\mu)$,

$$
U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-z I_{p}\right)^{-1} U \xrightarrow{\text { a.s. }} m_{\mu}(z) I_{K} .
$$

( $X_{p}$ being "almost-unitarily invariant", $U$ made of "i.i.d.-like" random vectors)
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- As a result, for all large $n$ a.s.,

$$
\begin{aligned}
0 & =\operatorname{det}\left(I_{K}+\lambda\left(I_{K}+\Omega^{-1}\right)^{-1} U^{\top}\left(\frac{1}{n} X_{p} X_{p}^{\top}-\lambda I_{p}\right)^{-1} U\right) \\
& \simeq \prod_{k=1}^{K}\left(1+\frac{\lambda}{1+\omega_{k}^{-1}} m_{\mu}(\lambda)\right)=\prod_{k=1}^{K}\left(1+\frac{\omega_{k}}{1+\omega_{k}} \lambda m_{\mu}(\lambda)\right)
\end{aligned}
$$
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- Limiting solutions: zeros of

$$
\lambda m_{\mu}(\lambda)=-\frac{1+\omega_{m}}{\omega_{m}} .
$$

- Marčenko-Pastur law properties $\left(m_{\mu}(z)=\left(1-c-z-c z m_{\mu}(z)\right)^{-1}\right)$ :
$>\lambda \mapsto \lambda m_{\mu}(\lambda)=\int \frac{\lambda}{t-\lambda} \mu(d t)$ maps $\left((1+\sqrt{c})^{2}, \infty\right)$ onto $\left(-\frac{1+\sqrt{c}}{\sqrt{c}}, 0^{-}\right)$
$\rightarrow$ Solution only when $\omega_{m}>\sqrt{c}$ :

$$
\lambda=1+\omega_{m}+c \frac{1+\omega_{m}}{\omega_{m}}
$$
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Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p}$, with

- $X_{p}$ with i.i.d. zero mean, unit variance, finite fourth order moment entries
- $C_{p}=I_{p}+P, P=\sum_{i=1}^{K} \omega_{i} u_{i} u_{i}^{\top}, \omega_{1}>\ldots>\omega_{M}>0$.
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$$

## Spiked Models

## Theorem (Eigenvectors [Paul'07])

Let $Y_{p}=C_{p}^{\frac{1}{2}} X_{p}$, with

- $X_{p}$ with i.i.d. zero mean, unit variance, finite fourth order moment entries
- $C_{p}=I_{p}+P, P=\sum_{i=1}^{K} \omega_{i} u_{i} u_{i}^{\top}, \omega_{1}>\ldots>\omega_{M}>0$.

Then, as $p, n \rightarrow \infty, p / n \rightarrow c \in(0, \infty)$, for $a, b \in \mathbb{R}^{p}$ deterministic and $\hat{u}_{i}$ eigenvector of $\lambda_{i}\left(\frac{1}{n} Y_{p} Y_{p}^{\mathrm{T}}\right)$,

$$
a^{\top} \hat{u}_{i} \hat{u}_{i}^{\top} b-\frac{1-c \omega_{i}^{-2}}{1+c \omega_{i}^{-1}} a^{\top} u_{i} u_{i}^{\top} b \cdot 1_{\omega_{i}>\sqrt{c}} \xrightarrow{\text { a.s. }} 0
$$

In particular,

$$
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Proof: Based on Cauchy integral + similar ingredients as eigenvalue proof

$$
a^{\top} \hat{u}_{i} \hat{u}_{i}^{\top} b=\frac{1}{2 \pi \imath} \oint_{\mathcal{C}_{i}} a^{\top}\left(\frac{1}{n} Y_{p} Y_{p}^{\top}-z I_{p}\right)^{-1} b d z
$$

for $\mathcal{C}_{m}$ contour circling around $\lambda_{i}$ only.
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Figure: Simulated versus limiting $\left|\hat{u}_{1}^{\top} u_{1}\right|^{2}$ for $Y_{p}=C_{p}^{\frac{1}{2}} X_{p}, C_{p}=I_{p}+\omega_{1} u_{1} u_{1}^{\top}, p / n=1 / 3$, varying $\omega_{1}$.
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Then, as $p, n \rightarrow \infty, p / n \rightarrow c<1$,

- If $\omega_{1}<\sqrt{c}$ (or $K=0$ ),

$$
p^{\frac{2}{3}} \frac{\lambda_{1}-(1+\sqrt{c})^{2}}{(1+\sqrt{c})^{\frac{4}{3}} c^{\frac{1}{2}}} \xrightarrow{\mathcal{L}} T,(\text { real or complex Tracy-Widom law) }
$$

- If $\omega_{1}>\sqrt{c}$,

$$
\left(\frac{\left(1+\omega_{1}\right)^{2}}{c}-\frac{\left(1+\omega_{1}\right)^{2}}{\omega_{1}^{2}}\right)^{\frac{1}{2}} p^{\frac{1}{2}}\left[\lambda_{1}-\left(1+\omega_{1}+c \frac{1+\omega_{1}}{\omega_{1}}\right)\right] \xrightarrow{\mathcal{L}} \mathcal{N}(0,1)
$$

## Tracy-Widom Theorem



Figure: Distribution of $p^{\frac{2}{3}} c^{-\frac{1}{2}}(1+\sqrt{c})^{-\frac{4}{3}}\left[\lambda_{1}\left(\frac{1}{n} X_{p} X_{p}^{\top}\right)-(1+\sqrt{c})^{2}\right]$ versus real Tracy-Widom ( $T$ ), $p=500, n=1500$.

## Other Spiked Models

Similar results for multiple matrix models:

- $Y_{p}=\frac{1}{n} X X^{\top}+P, P$ deterministic and low rank
- $Y_{p}=\frac{1}{n} X^{\top}(I+P) X$
- $Y_{p}=\frac{1}{n}(X+P)^{\top}(X+P)$
- $Y_{p}=\frac{1}{n} T X^{\top}(I+P) X T$
- etc.
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## The Semi-circle law

Theorem
Let $X_{n} \in \mathbb{R}^{n \times n}$ Hermitian with e.s.d. $\mu_{n}$ such that $\frac{1}{\sqrt{n}}\left[X_{n}\right]_{i>j}$ are i.i.d. with zero mean and unit variance. Then, as $n \rightarrow \infty$,

$$
\mu_{n} \xrightarrow{\text { a.s. }} \mu
$$

with $\mu(d t)=\frac{1}{2 \pi} \sqrt{\left(4-t^{2}\right)^{+}} d t$. In particular, $m_{\mu}$ satisfies

$$
m_{\mu}(z)=\frac{1}{-z-m_{\mu}(z)}
$$

## The Semi-circle law



Figure: Histogram of the eigenvalues of Wigner matrices and the semi-circle law, for $n=500$

## The Circular law

Theorem
Let $X_{n} \in \mathbb{C}^{n \times n}$ with e.s.d. $\mu_{n}$ be such that $\frac{1}{\sqrt{n}}\left[X_{n}\right]_{i j}$ are i.i.d. entries with zero mean and unit variance. Then, as $n \rightarrow \infty$,

$$
\mu_{n} \xrightarrow{\text { a.s. }} \mu
$$

with $\mu$ a complex-supported measure with $\mu(d z)=\frac{1}{2 \pi} \delta_{|z| \leq 1} d z$.

## The Circular law



Figure: Eigenvalues of $X_{n}$ with i.i.d. standard Gaussian entries, for $n=500$.
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## Large range of applications:

- Wireless communications: capacity of large communication channels $H \in \mathbb{C}^{p \times n}$, optimal precoding in mu-MIMO, power allocation in large networks, sensing in cognitive radios, etc.
- Array processing: improved MUSIC methods for large arrays ( $p \sim n$ ), optimal beamforming (MVDR), detection filters (ANMF), etc.
- Statistical finance: portfolio optimization (Markowitz, GMVP) for large portfolios and short time windows.
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$$
\begin{aligned}
& \text { Any application where } p \sim n \text { "rather large" } \\
& \text { (convergence speed in up to } O(n) \text { and not } O(\sqrt{n}) \text { as usual!) }
\end{aligned}
$$
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$\Downarrow$
EM or k-means clustering.
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Figure: Leading four eigenvectors of $D^{-\frac{1}{2}} K D^{-\frac{1}{2}}$ for MNIST data, RBF kernel $\left(f(t)=\exp \left(-t^{2} / 2\right)\right)$.

## Kernel Spectral Clustering



Figure: Leading four eigenvectors of $D^{-\frac{1}{2}} K D^{-\frac{1}{2}}$ for MNIST data, RBF kernel $\left(f(t)=\exp \left(-t^{2} / 2\right)\right)$.

- Important Remark: eigenvectors informative BUT far from $D^{\frac{1}{2}} j_{a}$ !


## Model and Assumptions

Gaussian mixture model:

- $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$,
- $k$ classes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$,
- $x_{1}, \ldots, x_{n_{1}} \in \mathcal{C}_{1}, \ldots, x_{n-n_{k}+1}, \ldots, x_{n} \in \mathcal{C}_{k}$,
- $x_{i} \sim \mathcal{N}\left(\mu_{g_{i}}, C_{g_{i}}\right)$.


## Model and Assumptions

Gaussian mixture model:

- $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$,
- $k$ classes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$,
- $x_{1}, \ldots, x_{n_{1}} \in \mathcal{C}_{1}, \ldots, x_{n-n_{k}+1}, \ldots, x_{n} \in \mathcal{C}_{k}$,
- $x_{i} \sim \mathcal{N}\left(\mu_{g_{i}}, C_{g_{i}}\right)$.


## Assumption (Growth Rate)

As $n \rightarrow \infty$,

1. Data scaling: $\frac{p}{n} \rightarrow c_{0} \in(0, \infty), \frac{n_{a}}{n} \rightarrow c_{a} \in(0,1)$,
2. Mean scaling: with $\mu^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} \mu_{a}$ and $\mu_{a}^{\circ} \triangleq \mu_{a}-\mu^{\circ}$, then $\left\|\mu_{a}^{\circ}\right\|=O(1)$
3. Covariance scaling: with $C^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} C_{a}$ and $C_{a}^{\circ} \triangleq C_{a}-C^{\circ}$, then

$$
\left\|C_{a}\right\|=O(1), \quad \operatorname{tr} C_{a}^{\circ}=O(\sqrt{p}), \quad \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}=O(p)
$$

## Model and Assumptions

## Gaussian mixture model:

- $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$,
- $k$ classes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$,
- $x_{1}, \ldots, x_{n_{1}} \in \mathcal{C}_{1}, \ldots, x_{n-n_{k}+1}, \ldots, x_{n} \in \mathcal{C}_{k}$,
- $x_{i} \sim \mathcal{N}\left(\mu_{g_{i}}, C_{g_{i}}\right)$.


## Assumption (Growth Rate)

As $n \rightarrow \infty$,

1. Data scaling: $\frac{p}{n} \rightarrow c_{0} \in(0, \infty), \frac{n_{a}}{n} \rightarrow c_{a} \in(0,1)$,
2. Mean scaling: with $\mu^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} \mu_{a}$ and $\mu_{a}^{\circ} \triangleq \mu_{a}-\mu^{\circ}$, then $\left\|\mu_{a}^{\circ}\right\|=O(1)$
3. Covariance scaling: with $C^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} C_{a}$ and $C_{a}^{\circ} \triangleq C_{a}-C^{\circ}$, then

$$
\left\|C_{a}\right\|=O(1), \quad \operatorname{tr} C_{a}^{\circ}=O(\sqrt{p}), \quad \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}=O(p)
$$

For 2 classes, this is
$\left\|\mu_{1}-\mu_{2}\right\|=O(1), \quad \operatorname{tr}\left(C_{1}-C_{2}\right)=O(\sqrt{p}), \quad\left\|C_{i}\right\|=O(1), \quad \operatorname{tr}\left(\left[C_{1}-C_{2}\right]^{2}\right)=O(p)$.

## Model and Assumptions

## Gaussian mixture model:

- $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$,
- $k$ classes $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$,
- $x_{1}, \ldots, x_{n_{1}} \in \mathcal{C}_{1}, \ldots, x_{n-n_{k}+1}, \ldots, x_{n} \in \mathcal{C}_{k}$,
- $x_{i} \sim \mathcal{N}\left(\mu_{g_{i}}, C_{g_{i}}\right)$.


## Assumption (Growth Rate)

As $n \rightarrow \infty$,

1. Data scaling: $\frac{p}{n} \rightarrow c_{0} \in(0, \infty), \frac{n_{a}}{n} \rightarrow c_{a} \in(0,1)$,
2. Mean scaling: with $\mu^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} \mu_{a}$ and $\mu_{a}^{\circ} \triangleq \mu_{a}-\mu^{\circ}$, then $\left\|\mu_{a}^{\circ}\right\|=O(1)$
3. Covariance scaling: with $C^{\circ} \triangleq \sum_{a=1}^{k} \frac{n_{a}}{n} C_{a}$ and $C_{a}^{\circ} \triangleq C_{a}-C^{\circ}$, then

$$
\left\|C_{a}\right\|=O(1), \quad \operatorname{tr} C_{a}^{\circ}=O(\sqrt{p}), \quad \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}=O(p)
$$

For 2 classes, this is
$\left\|\mu_{1}-\mu_{2}\right\|=O(1), \quad \operatorname{tr}\left(C_{1}-C_{2}\right)=O(\sqrt{p}), \quad\left\|C_{i}\right\|=O(1), \quad \operatorname{tr}\left(\left[C_{1}-C_{2}\right]^{2}\right)=O(p)$.

## Remark: [Neyman-Pearson optimality]

- $x \sim \mathcal{N}\left( \pm \mu, I_{p}\right)$ (known $\mu$ ) decidable iif $\|\mu\| \geq O(1)$.
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- We study the normalized Laplacian:

$$
L=n D^{-\frac{1}{2}}\left(K-\frac{d d^{\top}}{d^{\top} 1_{n}}\right) D^{-\frac{1}{2}}
$$

with $d=K 1_{n}, D=\operatorname{diag}(d)$.
(more stable both theoretically and in practice)
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Clearly not the (small dimension) expected behavior.
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Isolated eigenvalues: Gaussian inputs


Figure: Eigenvalues of $L$ and $\hat{L}, k=3, p=2048, n=512, c_{1}=c_{2}=1 / 4, c_{3}=1 / 2$, $\left[\mu_{a}\right]_{j}=4 \boldsymbol{\delta}_{a j}, C_{a}=(1+2(a-1) / \sqrt{p}) I_{p}, f(x)=\exp (-x / 2)$.

## Theoretical Findings versus MNIST



Figure: Eigenvalues of $L$ (red) and (equivalent Gaussian model) $\hat{L}$ (white), MNIST data, $p=784$, $n=192$.
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Figure: Leading four eigenvectors of $D^{-\frac{1}{2}} K D^{-\frac{1}{2}}$ for MNIST data (red) and theoretical findings (blue).
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Figure: 2D representation of eigenvectors of $L$, for the MNIST dataset. Theoretical means and 1and 2-standard deviations in blue. Class 1 in red, Class 2 in black, Class 3 in green.
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The surprising $f^{\prime}(\tau)=0$ case


Figure: Polynomial kernel with $f(\tau)=4, f^{\prime \prime}(\tau)=2, x_{i} \in \mathcal{N}\left(0, C_{a}\right)$, with $C_{1}=I_{p}$, $\left[C_{2}\right]_{i, j}=.4^{|i-j|}, c_{0}=\frac{1}{4}$.
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Figure: Polynomial kernel with $f(\tau)=4, f^{\prime \prime}(\tau)=2, x_{i} \in \mathcal{N}\left(0, C_{a}\right)$, with $C_{1}=I_{p}$, $\left[C_{2}\right]_{i, j}=.4^{|i-j|}, c_{0}=\frac{1}{4}$.

- Trivial classification when $t=0, M=0$ and $\|T\|=O(1)$.
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- Performance of $L=n D^{-\frac{1}{2}}\left(K-\frac{1_{n} 1_{n}^{\top}}{1_{n}^{\top} D 1_{n}}\right) D^{-\frac{1}{2}}$, with

$$
K=\left\{f\left(\left\|\bar{x}_{i}-\bar{x}_{j}\right\|^{2}\right)\right\}_{1 \leq i, j \leq n}, \quad \bar{x}=\frac{x}{\|x\|}
$$

in the regime $n, p \rightarrow \infty$. (alternatively, we can ask $\frac{1}{p} \operatorname{tr} C_{i}=1$ for all $1 \leq i \leq k$ )

## Model and Reminders

Assumption 1 [Classes]. Vectors $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$ i.i.d. from $k$-class Gaussian mixture, with $x_{i} \in \mathcal{C}_{k} \Leftrightarrow x_{i} \sim \mathcal{N}\left(0, C_{k}\right)$ (sorted by class for simplicity).
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$$
L=n D^{-\frac{1}{2}}\left(K-\frac{1_{n} 1_{n}^{\top}}{1_{n}^{\top} D 1_{n}}\right) D^{-\frac{1}{2}}, \text { with } K=\left\{f\left(\left\|\bar{x}_{i}-\bar{x}_{j}\right\|^{2}\right)\right\}_{i, j=1}^{n} \quad(\bar{x}=x /\|x\|)
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exhibits phase transition phenomenon, i.e., leading eigenvectors of $L$ asymptotically contain structural information about $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$ if and only if

$$
T=\left\{\frac{1}{p} \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}\right\}_{a, b=1}^{k}
$$

has sufficiently large eigenvalues (here $M=0, t=0$ ).
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Theorem (Random Equivalent for $f^{\prime}(2)=0$ )
Let $f$ be smooth with $f^{\prime}(2)=0$ and

$$
\mathcal{L} \equiv \sqrt{p} \frac{f(2)}{2 f^{\prime \prime}(2)}\left[L-\frac{f(0)-f(2)}{f(2)} P\right], \quad P=I_{n}-\frac{1}{n} 1_{n} 1_{n}^{\top} .
$$

Then, under Assumptions 2b,

$$
\begin{equation*}
\mathcal{L}=P \Phi P+\left\{\frac{1}{\sqrt{p}} \operatorname{tr}\left(C_{a}^{\circ} C_{b}^{\circ}\right) \frac{1_{n_{a}} 1_{n_{b}}^{\top}}{p}\right\}_{a, b=1}^{k}+o_{\|\cdot\|} \tag{1}
\end{equation*}
$$

where $\Phi_{i j}=\delta_{i \neq j} \sqrt{p}\left[\left(x_{i}^{\top} x_{j}\right)^{2}-E\left[\left(x_{i}^{\top} x_{j}\right)^{2}\right]\right]$.

The case $f^{\prime}(2)=0$


Figure: Eigenvalues of $L, p=1000, n=2000, k=3, c_{1}=c_{2}=1 / 4, c_{3}=1 / 2$,
$C_{i} \propto I_{p}+(p / 8)^{-\frac{5}{4}} W_{i} W_{i}^{\top}, W_{i} \in \mathbb{R}^{p \times(p / 8)}$ of i.i.d. $\mathcal{N}(0,1)$ entries, $f(t)=\exp \left(-(t-2)^{2}\right)$.
$\Rightarrow$ No longer a Marcenko-Pastur like bulk, but rather a semi-circle bulk!
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Theorem (Semi-circle law for $\Phi$ )
Let $\mu_{n}=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\delta}_{\lambda_{i}(\mathcal{L})}$. Then, under Assumption 2b,

$$
\mu_{n} \xrightarrow{\text { a.s. }} \mu
$$

with $\mu$ the semi-circle distribution

$$
\mu(d t)=\frac{1}{2 \pi c_{0} \omega^{2}} \sqrt{\left(4 c_{0} \omega^{2}-t^{2}\right)^{+}} d t, \quad \omega=\lim _{p \rightarrow \infty} \sqrt{2} \frac{1}{p} \operatorname{tr}\left(C^{\circ}\right)^{2} .
$$

The case $f^{\prime}(2)=0$


Figure: Eigenvalues of $L, p=1000, n=2000, k=3, c_{1}=c_{2}=1 / 4, c_{3}=1 / 2$, $C_{i} \propto I_{p}+(p / 8)^{-\frac{5}{4}} W_{i} W_{i}^{\top}, W_{i} \in \mathbb{R}^{p \times(p / 8)}$ of i.i.d. $\mathcal{N}(0,1)$ entries, $f(t)=\exp \left(-(t-2)^{2}\right)$.

## The case $f^{\prime}(2)=0$

Denote now

$$
\mathcal{T} \equiv \lim _{p \rightarrow \infty}\left\{\frac{\sqrt{c_{a} c_{b}}}{\sqrt{p}} \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}\right\}_{a, b=1}^{k}
$$
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Denote now

$$
\mathcal{T} \equiv \lim _{p \rightarrow \infty}\left\{\frac{\sqrt{c_{a} c_{b}}}{\sqrt{p}} \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}\right\}_{a, b=1}^{k}
$$

Theorem (Isolated Eigenvalues)
Let $\nu_{1} \geq \ldots \geq \nu_{k}$ eigenvalues of $\mathcal{T}$. Then, if $\sqrt{c_{0}}\left|\nu_{i}\right|>\omega, \mathcal{L}$ has an isolated eigenvalue $\lambda_{i}$ satisfying

$$
\lambda_{i} \xrightarrow{\text { a.s. }} \rho_{i} \equiv c_{0} \nu_{i}+\frac{\omega^{2}}{\nu_{i}}
$$

## The case $f^{\prime}(2)=0$

Theorem (Isolated Eigenvectors)
For each isolated eigenpair $\left(\lambda_{i}, u_{i}\right)$ of $\mathcal{L}$ corresponding to $\left(\nu_{i}, v_{i}\right)$ of $\mathcal{T}$, write

$$
u_{i}=\sum_{a=1}^{k} \alpha_{i}^{a} \frac{j_{a}}{\sqrt{n_{a}}}+\sigma_{i}^{a} w_{i}^{a}
$$

with $j_{a}=\left[0_{n_{1}}^{\top}, \ldots, 1_{n_{a}}^{\top}, \ldots, 0_{n_{k}}^{\top}\right]^{\top},\left(w_{i}^{a}\right)^{\top} j_{a}=0, \operatorname{supp}\left(w_{i}^{a}\right)=\operatorname{supp}\left(j_{a}\right),\left\|w_{i}^{a}\right\|=1$. Then, under Assumptions 1-2b,

$$
\begin{aligned}
& \alpha_{i}^{a} \alpha_{i}^{b} \xrightarrow{\text { a.s. }}\left(1-\frac{1}{c_{0}} \frac{\omega^{2}}{\nu_{i}^{2}}\right)\left[v_{i} v_{i}^{\top}\right]_{a b} \\
& \left(\sigma_{i}^{a}\right)^{2} \xrightarrow{\text { a.s. }} \frac{c_{a}}{c_{0}} \frac{\omega^{2}}{\nu_{i}^{2}}
\end{aligned}
$$

and the fluctuations of $u_{i}, u_{j}, i \neq j$, are asymptotically uncorrelated.

## The case $f^{\prime}(2)=0$



Figure: Leading two eigenvectors of $\mathcal{L}$ (or equivalently of $L$ ) versus deterministic approximations of $\alpha_{i}^{a} \pm \sigma_{i}^{a}$.

The case $f^{\prime}(2)=0$


Figure: Leading two eigenvectors of $\mathcal{L}$ (or equivalently of $L$ ) versus deterministic approximations of $\alpha_{i}^{a} \pm \sigma_{i}^{a}$.

The case $f^{\prime}(2)=0$


Figure: Leading two eigenvectors of $\mathcal{L}$ (or equivalently of $L$ ) versus deterministic approximations of $\alpha_{i}^{a} \pm \sigma_{i}^{a}$.

## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.


## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.


## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.

Objective. Cluster sources based on spanned subspace.

## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.

Objective. Cluster sources based on spanned subspace.
Applications examples. Massive MIMO scheduling / EEG classification / etc.

## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.

Objective. Cluster sources based on spanned subspace.
Applications examples. Massive MIMO scheduling / EEG classification / etc.

## Algorithm.

1. Build kernel matrix $K$, then $\mathcal{L}$, based on $n T$ vectors $x_{1}^{(1)}, \ldots, x_{n}^{(T)}$ (as if $n T$ values to cluster).

## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.

Objective. Cluster sources based on spanned subspace.
Applications examples. Massive MIMO scheduling / EEG classification / etc.

## Algorithm.

1. Build kernel matrix $K$, then $\mathcal{L}$, based on $n T$ vectors $x_{1}^{(1)}, \ldots, x_{n}^{(T)}$ (as if $n T$ values to cluster).
2. Extract dominant isolated eigenvectors $u_{1}, \ldots, u_{\kappa}$

## Application: Multiple-source Subspace Clustering

## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.

Objective. Cluster sources based on spanned subspace.
Applications examples. Massive MIMO scheduling / EEG classification / etc.

## Algorithm.

1. Build kernel matrix $K$, then $\mathcal{L}$, based on $n T$ vectors $x_{1}^{(1)}, \ldots, x_{n}^{(T)}$ (as if $n T$ values to cluster).
2. Extract dominant isolated eigenvectors $u_{1}, \ldots, u_{\kappa}$
3. For each $i$, create $\tilde{u}_{i}=\frac{1}{T}\left(I_{n} \otimes 1_{T}^{\top}\right) u_{i}$, i.e., average eigenvectors along time.
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## Setting.

- $p$ dimensional vector observations.
- $n$ data sources.
- $E\left[x_{i}\right]=0, E\left[x_{i} x_{i}^{\top}\right]=C_{a}$.
- $T$ independent observations $x_{i}^{(1)}, \ldots, x_{i}^{(T)}$ for source $i$.
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Applications examples. Massive MIMO scheduling / EEG classification / etc.

## Algorithm.

1. Build kernel matrix $K$, then $\mathcal{L}$, based on $n T$ vectors $x_{1}^{(1)}, \ldots, x_{n}^{(T)}$ (as if $n T$ values to cluster).
2. Extract dominant isolated eigenvectors $u_{1}, \ldots, u_{\kappa}$
3. For each $i$, create $\tilde{u}_{i}=\frac{1}{T}\left(I_{n} \otimes 1_{T}^{\top}\right) u_{i}$, i.e., average eigenvectors along time.
4. Perform $k$-class clustering on vectors $\tilde{u}_{1}, \ldots, \tilde{u}_{\kappa}$.

## Application Example: Massive MIMO UE Clustering



Figure: Massive MIMO application: Leading two eigenvectors before (left figure) and after (right figure) $T$-averaging. Setting: $p=400, n=40, T=10, k=3, c_{1}=c_{3}=1 / 4, c_{2}=1 / 2$, angular spread model with angles $-\pi / 30 \pm \pi / 20,0 \pm \pi / 20$, and $\pi / 30 \pm \pi / 20$. Kernel function $f(t)=\exp \left(-(t-2)^{2}\right)$.

## Application Example: Massive MIMO UE Clustering



Figure: Overlap for different $T$, using the k-means or EM starting from actual centroid solutions (oracle) or randomly.

## Application Example: Massive MIMO UE Clustering



Figure: Overlap for optimal kernel $f(t)$ (here $f(t)=\exp \left(-(t-2)^{2}\right)$ ) and Gaussian kernel $f(t)=\exp \left(-t^{2}\right)$, for different $T$, using the k-means or EM.
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$\longrightarrow$ Model type: Marčenko-Pastur + spikes.
- kernel $f\left(\frac{1}{p}\left\|x_{i}-x_{j}\right\|^{2}\right)$ with $f^{\prime}(\tau)=0$ :
- suboptimal in $\left\|\mu_{a}^{\circ}\right\| \gg O(1)$ (kills the means)
- suboptimal in $\frac{1}{p} \operatorname{tr} C_{a}^{\circ} C_{b}^{\circ}=O\left(p^{-\frac{1}{2}}\right)$
$\longrightarrow$ Model type: smaller order semi-circle law + spikes.

Jointly optimal solution:

- evenly weighing Marčenko-Pastur and semi-circle laws
- the " $\alpha-\beta$ " kernel:

$$
f^{\prime}(\tau)=\frac{\alpha}{\sqrt{p}}, \quad \frac{1}{2} f^{\prime \prime}(\tau)=\beta
$$

## New assumption setting

- We consider now an improved growth rate setting.
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Kernel:

- For technical simplicity, we consider

$$
\tilde{K}=P K P=P\left\{f\left(\frac{1}{p}\left(x^{\circ}\right)^{\top}\left(x_{j}^{\circ}\right)\right)\right\}_{i, j=1}^{n} P \quad, \quad P=I_{n}-\frac{1}{n} 1_{n} 1_{n}^{\top} .
$$

i.e., $\tau$ replaced by 0 .

## Main Results

Theorem
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\left\|\sqrt{p}\left(P K P+\left(f(0)+\tau f^{\prime}(0)\right) P\right)-\hat{\mathcal{K}}\right\| \xrightarrow{\text { a.s. }} 0
$$

with, for $\alpha=\sqrt{p} f^{\prime}(0)=O(1)$ and $\beta=\frac{1}{2} f^{\prime \prime}(0)=O(1)$,

$$
\left.\begin{array}{rl}
\hat{\mathcal{K}} & =\alpha P W^{\top} W P+\beta P \Phi P+U A U^{\top} \\
A & =\left[\begin{array}{cc}
\alpha M^{\top} M+\beta T & \alpha I_{k} \\
\alpha I_{k} & 0
\end{array}\right] \\
U & =\left[\frac{J}{\sqrt{p}}, P W^{\top} M\right.
\end{array}\right] .
$$
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Role of $\alpha, \beta$ :

- Weighs Marčenko-Pastur versus semi-circle parts.


## Limiting eigenvalue distribution

Theorem (Eigenvalues Bulk)
As $p \rightarrow \infty$,

$$
\nu_{n} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(\hat{K})} \xrightarrow{\text { a.s. }} \nu
$$

with $\nu$ having Stieltjes transform $m(z)$ solution of

$$
\frac{1}{m(z)}=-z+\frac{\alpha}{p} \operatorname{tr} C^{\circ}\left(I_{k}+\frac{\alpha m(z)}{c_{0}} C^{\circ}\right)^{-1}-\frac{2 \beta^{2}}{c_{0}} \omega^{2} m(z)
$$

where $\omega=\lim _{p \rightarrow \infty} \frac{1}{p} \operatorname{tr}\left(C^{\circ}\right)^{2}$.

## Limiting eigenvalue distribution



Figure: Eigenvalues of $K$ (up to recentering) versus limiting law, $p=2048, n=4096, k=2$,
$n_{1}=n_{2}, \boldsymbol{\mu}_{i}=3 \boldsymbol{\delta}_{i}, f(x)=\frac{1}{2} \beta\left(x+\frac{1}{\sqrt{p}} \frac{\alpha}{\beta}\right)^{2}$. (Top left): $\alpha=8, \beta=1$, (Top right):
$\alpha=4, \beta=3$, (Bottom left): $\alpha=3, \beta=4$, (Bottom right): $\alpha=1, \beta=8$.

## Asymptotic performances: MNIST

- MNIST is "means-dominant" but not that much!

| Datasets | $\left\\|\boldsymbol{\mu}_{1}^{\circ}-\boldsymbol{\mu}_{2}^{\circ}\right\\|^{2}$ | $\frac{1}{\sqrt{p}} \mathrm{TR}\left(\mathbf{C}_{1}-\mathbf{C}_{2}\right)^{2}$ | $\frac{1}{p} \mathrm{TR}\left(\mathbf{C}_{1}-\mathbf{C}_{2}\right)^{2}$ |
| :--- | :---: | :---: | :---: |
| MNIST (DIGITS 1, 7) | 613 | 1990 | 71.1 |
| MNIST (DIGITS 3, 6) | 441 | 1119 | 39.9 |
| MNIST (DIGITS 3, 8) | 212 | 652 | 23.5 |
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Figure: Spectral clustering of the MNIST database for varying $\frac{\alpha}{\beta}$.

## Asymptotic performances: EEG data

- EEG data are "variance-dominant"

| Datasets | $\left\\|\boldsymbol{\mu}_{1}^{\circ}-\boldsymbol{\mu}_{2}^{\circ}\right\\|^{2}$ | $\frac{1}{\sqrt{p}} \mathrm{TR}\left(\mathbf{C}_{1}-\mathbf{C}_{2}\right)^{2}$ | $\frac{1}{p} \mathrm{TR}\left(\mathbf{C}_{1}-\mathbf{C}_{2}\right)^{2}$ |
| :--- | :---: | :---: | :---: |
| EEG $(\operatorname{SETS} A, E)$ | 2.4 | 10.9 | 1.1 |
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Figure: Spectral clustering of the EEG database for varying $\frac{\alpha}{\beta}$.
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## Laplacian Regularization

Context: Similar to clustering:

- Classify $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$ in $K$ classes, with $n_{[l]}$ labelled ( $n_{[l] k}$ in class $\mathcal{C}_{k}$ ) and $n_{[u]}$ unlabelled data ( $n_{[u] k}$ in class $\mathcal{C}_{k}$ ).
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such that $F_{i a}=\delta_{\left\{x_{i} \in \mathcal{C}_{a}\right\}}$, for all labelled $x_{i}$.
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$$
\text { such that } F_{i a}=\delta_{\left\{x_{i} \in \mathcal{C}_{a}\right\}}, \text { for all labelled } x_{i}
$$

- Solution: for $F_{[u]} \in \mathbb{R}^{n}[u] \times k, F_{[l]} \in \mathbb{R}^{n_{[l]} \times k}$ scores of unlabelled/labelled data,

$$
F_{[u]}=\left(L_{[u u]}^{(\alpha)}\right)^{-1} L_{[u l]}^{(\alpha)} F_{[l]}
$$

where

$$
L^{(\alpha)}=I-D^{-1-\alpha} K D^{\alpha}=\left[\begin{array}{cc}
L_{[l l]}^{(\alpha)} & L_{[l u]}^{(\alpha)} \\
L_{[u l]}^{(\alpha)} & L_{[u u]}^{(\alpha)}
\end{array}\right]
$$

with $D=\operatorname{diag}\left\{K 1_{n}\right\}$.

## Laplacian Regularization

Context: Similar to clustering:

- Classify $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$ in $K$ classes, with $n_{[l]}$ labelled ( $n_{[l] k}$ in class $\mathcal{C}_{k}$ ) and $n_{[u]}$ unlabelled data ( $n_{[u] k}$ in class $\mathcal{C}_{k}$ ).
- Problem statement: give scores $F_{i a}\left(d_{i}=\left[K 1_{n}\right]_{i}\right)$

$$
F=\operatorname{argmin}_{F \in \mathbb{R}^{n \times k}} \sum_{a=1}^{k} \sum_{i, j} K_{i j}\left(F_{i a} d_{i}^{\alpha}-F_{j a} d_{j}^{\alpha}\right)^{2}
$$

such that $F_{i a}=\delta_{\left\{x_{i} \in \mathcal{C}_{a}\right\}}$, for all labelled $x_{i}$.

- Solution: for $F_{[u]} \in \mathbb{R}^{n}[u] \times k, F_{[l]} \in \mathbb{R}^{n}[l] \times k$ scores of unlabelled/labelled data,

$$
F_{[u]}=\left(L_{[u u]}^{(\alpha)}\right)^{-1} L_{[u l]}^{(\alpha)} F_{[l]}
$$

where

$$
L^{(\alpha)}=I-D^{-1-\alpha} K D^{\alpha}=\left[\begin{array}{cc}
L_{[l l]}^{(\alpha)} & L_{[l u]}^{(\alpha)} \\
L_{[u l]}^{(\alpha)} & L_{[u u]}^{(\alpha)}
\end{array}\right]
$$

with $D=\operatorname{diag}\left\{K 1_{n}\right\}$.

- Three common choices of $\alpha$ :
- $\alpha=0$ : Standard Laplacian Regularization
- $\alpha=-1 / 2$ : Symmetric Normalized Laplacian Regularization
- $\alpha=-1$ : Random Walk Normalized Laplacian Regularization

The finite-dimensional intuition: What we expect


Figure: Typical expected performance output
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## MNIST Data Example



Figure: Vectors $\left[F^{(u)}\right]_{, ~}, a, a=1,2,3$, for 3-class MNIST data (zeros, ones, twos), $n=192$, $p=784, n_{l} / n=1 / 16$, Gaussian kernel.
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Figure: Vectors $\left[F^{(u)}\right]_{, a}, a=1,2,3$, for 3-class MNIST data (zeros, ones, twos), $n=192$, $p=784, n_{l} / n=1 / 16$, Gaussian kernel.

## MNIST Data Example



Figure: Performance as a function of $\alpha$, for 3-class MNIST data (zeros, ones, twos), $n=192$, $p=784, n_{l} / n=1 / 16$, Gaussian kernel.

## MNIST Data Example



Figure: Centered Vectors $\left[F_{(u)}^{\circ}\right]_{\cdot, a}=\left[F_{(u)}-\frac{1}{k} F_{(u)} 1_{k} 1_{k}^{\top}\right]_{., a}$, 3-class MNIST data (zeros, ones, twos), $\alpha=-1, n=192, p=784, n_{l} / n=1 / 16$, Gaussian kernel.
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Figure: Centered Vectors $\left[F_{(u)}^{\circ}\right]_{\cdot, a}=\left[F_{(u)}-\frac{1}{k} F_{(u)} 1_{k} 1_{k}^{\top}\right]_{., a}$, 3-class MNIST data (zeros, ones, twos), $\alpha=-1, n=192, p=784, n_{l} / n=1 / 16$, Gaussian kernel.
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## Empirical observations:

- Troubling flat classification scores!
- Only random walk normalized Laplacian regularization ( $\alpha=-1$ ) works!.


## Analysis to understand:

- Consider binary classification for simplicity of notations (easy to generalize to 'one-versus-all' case), and define

$$
f_{i}=F_{i 2}-F_{i 1}
$$

Then $x_{i}$ is classified in $\mathcal{C}_{1}$ if $f_{i}$ negative, otherwise $x_{i}$ in $\mathcal{C}_{2}$.

- Assume $n_{[l] k} / p \rightarrow c_{[l] k} \in(0,1)$ and $n_{[u] k} / p \rightarrow c_{[u] k} \in(0,1) . c_{[l]}=\sum_{k} c_{[l] k}$, $c_{[u]}=\sum_{k} c_{[u] k}$. Under the previous Gaussian mixture data model.
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## Main Results

We can show that, for $x_{i}$ unlabelled,

$$
f_{i}=c_{0}\left(c_{[l] 2}-c_{[l] 1}\right)+o(1)
$$

Consequence: All $f_{i}$ have the same sign if $c_{[l] 2} \neq c_{[l] 1}$.
Amendment: Use a normalized labelling $y_{[l]}\left(-1 / c_{[l] 1}\right.$ for $\mathcal{C}_{1},-1 / c_{[l] 2}$ for $\left.\mathcal{C}_{2}\right)$.
$\Downarrow$

$$
f_{i}=\eta(1+\alpha)\left(t_{2}-t_{1}\right)+o(1 / \sqrt{p})
$$

Consequence: All $f_{i}$ have the same sign if $t_{2} \neq t_{1}$.
Amendment: Take $\alpha=-1+\frac{\beta}{\sqrt{p}}, \beta=O(1)$.

## Main Results

$$
\begin{gathered}
\Downarrow \\
f_{i}=g_{i}+o(1 / p)
\end{gathered}
$$

where $g_{i} \sim \mathcal{N}\left(m_{k}, \sigma_{k}^{2}\right)$ for $x_{i} \in \mathcal{C}_{k}$ with

$$
\begin{aligned}
m_{k} & =\frac{c_{[l]}-c_{[l] k}}{c_{[l]}}(-1)^{k}\left[-\frac{2 f^{\prime}(\tau)}{p f(\tau)}\|\Delta \mu\|^{2}+\frac{f^{\prime \prime}(\tau)}{p f(\tau)} \Delta t+\frac{2 f^{\prime \prime}(\tau)}{p f(\tau)} \operatorname{tr} \Delta C^{2}\right]+(-1)^{k} \beta \frac{n}{n_{l}} \frac{f^{\prime}(\tau)}{p f(\tau)} \Delta t \\
\sigma_{k}^{2} & =\frac{2 \operatorname{tr} C_{k}^{2}}{p}\left(\frac{f^{\prime}(\tau)^{2}}{p f(\tau)^{2}}-\frac{f^{\prime \prime}(\tau)}{p f(\tau)}\right)^{2} \Delta t^{2}+\frac{4 f^{\prime}(\tau)^{2}}{p^{2} f(\tau)^{2}}\left[\Delta \mu^{\top} C_{k} \Delta \mu+\sum_{a=1}^{2} \operatorname{tr} C_{k} C_{a} / c_{[l] a}\right]
\end{aligned}
$$

where $\Delta \mu=\mu_{2}-\mu_{1}, \Delta t=t_{2}-t_{1}, \Delta C=C_{2}-C_{1}$.

## Performance: Theoretical versus Empirical



Figure: Theoretical and empirical accuracy as a function of $\alpha$ for 2-class MNIST data (top: digits $(0,1)$, middle: digits (1,7), bottom: digits (8,9)), $n=1024, p=784, n_{[l]} / n=1 / 16$, $n_{[u] 1}=n_{[u] 2}$, Gaussian kernel. Averaged over 50 iterations.
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Consequence: Learning dominated by labelled data with negligible contribution from unlabelled data. Not actual semi-supervised learning!
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where $\Delta \mu=\mu_{2}-\mu_{1}, \Delta t=t_{2}-t_{1}, \Delta C=C_{2}-C_{1}$.

$$
m_{k}, \sigma_{k}^{2} \text { independent of } c_{[u]}
$$

Consequence: Learning only from labelled data, not actual semi-supervised learning! Amendment: No direct solution, motivating the proposition of centered kernel regularization, presented in the following section.
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f_{[u]} \leftarrow L_{[u u]}^{(\alpha)} f_{[u]}+L_{[u l]}^{(\alpha)} y_{[l]}
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with $y_{[l]}$ composed of -1 and 1 for respectively labelled data in $\mathcal{C}_{1}$ and in $\mathcal{C}_{2}$.

- negligible contribution of $L_{[u u]} f_{[u]}$ if $f_{[u]}$ flat.

Cause of flat scores: In high dimensional regime, $K_{i j} \simeq f(\tau)$ for all $i \neq j$, i.e.,

$$
\left(\mathbb{E}\left\{K_{a_{1} a_{2}}\right\}-\mathbb{E}\left\{K_{a_{1} b_{1}}\right\}\right) /\left|\mathbb{E}\left\{K_{a_{1} a_{2}}\right\}\right|\left|\mathbb{E}\left\{K_{a_{1} b_{1}}\right\}\right| \simeq \epsilon / f(\tau)^{2}=o(1)
$$

where $x_{a_{1}}, x_{a_{2}} \in \mathcal{C}_{a}$ and $x_{b_{1}} \in \mathcal{C}_{b}$ for $a \neq b \in\{1,2\}$.
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$$
\tilde{K}=P K P, P=I_{n}-\frac{1}{n} 1_{n} 1_{n}^{\top} .
$$

The recentering imposes $\mathbb{E}\left\{\hat{K}_{a_{1} a_{2}}\right\}+\mathbb{E}\left\{\hat{K}_{a_{1} b_{1}}\right\}=0$ (in the case of balanced datasets).

- Since $\mathbb{E}\left\{\hat{K}_{a_{1} a_{2}}\right\}-\mathbb{E}\left\{\hat{K}_{a_{1} b_{1}}\right\}=\mathbb{E}\left\{K_{a_{1} a_{2}}\right\}-\mathbb{E}\left\{K_{a_{1} b_{1}}\right\}=\epsilon$, $\mathbb{E}\left\{\hat{K}_{a_{1} a_{2}}\right\}=-\mathbb{E}\left\{\hat{K}_{a_{1} b_{1}}\right\}=\epsilon / 2$.
- Hence,

$$
\left(\mathbb{E}\left\{\hat{K}_{a_{1} a_{2}}\right\}-\mathbb{E}\left\{\hat{K}_{a_{1} b_{1}}\right\}\right) /\left|\mathbb{E}\left\{\hat{K}_{a_{1} a_{2}}\right\}\right|\left|\mathbb{E}\left\{\hat{K}_{a_{1} b_{1}}\right\}\right|=4=O(1)
$$

Non flat scores!

## Centered Kernel Regularization

## Method:

## Centered Kernel Regularization

## Method:

- Same loss function as Laplacian regularization, but with centered similarities $\tilde{K}_{i j}$.


## Centered Kernel Regularization

## Method:

- Same loss function as Laplacian regularization, but with centered similarities $\tilde{K}_{i j}$.
- Optimization problem:

$$
\begin{array}{ll}
\min _{f} & \sum_{i, j=1}^{n} \tilde{K}_{i j}\left|f_{i}-f_{j}\right|^{2} \\
\text { s.t. } & \left\|f_{[u]}\right\|=t
\end{array}
$$

with $f_{[l]}=y_{[l]}$.

## Centered Kernel Regularization

## Method:

- Same loss function as Laplacian regularization, but with centered similarities $\tilde{K}_{i j}$.
- Optimization problem:

$$
\begin{array}{ll}
\min _{f} & \sum_{i, j=1}^{n} \tilde{K}_{i j}\left|f_{i}-f_{j}\right|^{2} \\
\text { s.t. } & \left\|f_{[u]}\right\|=t
\end{array}
$$

with $f_{[l]}=y_{[l]}$.

- Solution obtained by the Lagrange multipliers method ( $\alpha$ being the Lagrange multiplier):

$$
\begin{equation*}
f_{[u]}=\left(\alpha I-\tilde{K}_{[u u]}\right)^{-1} \tilde{K}_{[u l]} y_{[l]} \tag{1}
\end{equation*}
$$

with $\alpha$ determined by $\alpha>\left\|\tilde{K}_{[u u]}\right\|$ and $\left\|f_{[u]}\right\|=t$.
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Figure: Classification accuracy as a function of $n_{[u]}$ with fixed $n_{[l]}$ for 2-class MNIST data $(8,9)$, Gaussian kernel. Optimal average results over 200 iterations.
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- Setting: $x_{i} \sim \mathcal{N}\left( \pm \mu, I_{p}\right)$, with balanced data for each class.
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## Formula for special cases

- Setting: $x_{i} \sim \mathcal{N}\left( \pm \mu, I_{p}\right)$, with balanced data for each class.
- Formula:

$$
\frac{\sigma_{1}^{2}}{m_{1}^{2}}=\frac{\sigma_{2}^{2}}{m_{2}^{2}}=\left(1-\frac{g^{2}}{\|\mu\|^{4} c_{[u]}}\right)^{-1}\left(\frac{1}{\|\mu\|^{2}}+\frac{g^{2}}{\|\mu\|^{4} c_{[u]}}+\frac{(1-g)^{2}}{\|\mu\|^{4} c_{[l]}}\right)
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where $g(\alpha) \in(0, q)$ with $q=\min \left\{1, \sqrt{\|\mu\|^{4} c_{[u]}}\right\}$.

- Optimal performance of Laplacian regularization (random walk normalized Laplacian):

$$
\frac{\sigma_{1}^{2}}{m_{1}^{2}}=\frac{\sigma_{2}^{2}}{m_{2}^{2}}=\frac{1}{\|\mu\|^{2}}+\frac{1}{\|\mu\|^{4} c_{[l]}}
$$

## Performance as a function of $n_{[u]}, n_{[l]}$



Figure: Correct classification rate, at optimal $\alpha$, as a function of (i) $n_{[u]}$ for fixed $p / n_{[l]}=5$ (blue) and (ii) $n_{[l]}$ for fixed $p / n_{[u]}=5$ (black); $c_{1}=c_{2}=\frac{1}{2}$; different values for $\|\mu\|$. Comparison to optimal Neyman-Pearson performance for known $\mu$ (in red).

## SSL: the road from supervised to unsupervised



Figure: Theory (solid) versus practice (dashed; from right to left: $n=400,1000,4000$ ): correct classification probability as a function of $\alpha$ for $c_{[u]}=\frac{9}{10}, c_{0}=\frac{1}{2}, c_{1}=\frac{1}{2}$, and left: $\|\mu\|=0.75$ (below phase transition); right: $\|\mu\|=1.25$ (above phase transition). Different values of $n$.

## Experimental evidence: MNIST

| Digits | $(0,8)$ | $(2,7)$ | $(6,9)$ |
| :---: | :---: | :---: | :---: |
|  | $n_{[u]}=100$ |  |  |
| Centered kernel | $\mathbf{8 9 . 5} \pm \mathbf{3 . 6}$ | $\mathbf{8 9 . 5} \pm \mathbf{3 . 4}$ | $\mathbf{8 5 . 3} \pm \mathbf{5 . 9}$ |
| Iterated centered kernel | $\mathbf{8 9 . 5} \pm \mathbf{3 . 6}$ | $\mathbf{8 9 . 5} \pm \mathbf{3 . 4}$ | $\mathbf{8 5 . 3} \pm \mathbf{5 . 9}$ |
| Laplacian | $75.5 \pm 5.6$ | $74.2 \pm 5.8$ | $70.0 \pm 5.5$ |
| Iterated Laplacian | $87.2 \pm 4.7$ | $86.0 \pm 5.2$ | $81.4 \pm 6.8$ |
| Manifold | $88.0 \pm 4.7$ | $88.4 \pm 3.9$ | $82.8 \pm 6.5$ |
|  |  |  |  |
| $n_{[u]}=500$ |  |  |  |
| Centered kernel | $\mathbf{9 1 . 7} \pm \mathbf{1 . 3}$ | $\mathbf{9 2 . 2} \pm \mathbf{1 . 3}$ | $91.6 \pm 2.2$ |
| Iterated centered kernel | $\mathbf{9 1 . 8} \pm \mathbf{1 . 4}$ | $\mathbf{9 2 . 2} \pm \mathbf{1 . 3}$ | $\mathbf{9 2 . 0} \pm \mathbf{2 . 1}$ |
| Laplacian | $75.6 \pm 4.1$ | $74.4 \pm 4.0$ | $69.5 \pm 3.7$ |
| Iterated Laplacian | $\mathbf{9 1 . 6} \pm \mathbf{1 . 5}$ | $91.9 \pm 1.4$ | $90.6 \pm 2.7$ |
| Manifold | $90.7 \pm 2.1$ | $91.2 \pm 1.9$ | $90.1 \pm 3.7$ |

Table: Comparison of classification accuracy (\%) on MNIST datasets with $n_{[l]}=10$. Computed over 1000 random iterations for $n_{[u]}=100$ and 500 for $n_{[u]}=500$.

## Experimental evidence: Traffic signs (HOG features)

| Class ID | $(2,7)$ | $(9,10)$ | $(11,18)$ |
| :---: | :---: | :---: | :---: |
|  | $n_{[u]}=100$ |  |  |
| Centered kernel | $79.0 \pm 10.4$ | $77.5 \pm 9.2$ | $78.5 \pm 7.1$ |
| Iterated centered kernel | $\mathbf{8 5 . 3} \pm \mathbf{5 . 9}$ | $\mathbf{8 9 . 2} \pm \mathbf{5 . 6}$ | $\mathbf{9 0 . 1} \pm \mathbf{6 . 7}$ |
| Laplacian | $73.8 \pm 9.8$ | $77.3 \pm 9.5$ | $78.6 \pm 7.2$ |
| Iterated Laplacian | $83.7 \pm 7.2$ | $88.0 \pm 6.8$ | $87.1 \pm 8.8$ |
| Manifold | $77.6 \pm 8.9$ | $81.4 \pm 10.4$ | $82.3 \pm 10.8$ |
|  |  |  |  |
| $n_{[u]}=500$ |  |  |  |
| Centered kernel | $82.5 \pm 4.0$ | $82.6 \pm 6.4$ | $79.2 \pm 18.0$ |
| Iterated centered kernel | $\mathbf{8 4 . 4} \pm \mathbf{4 . 2}$ | $\mathbf{8 8 . 9} \pm \mathbf{5 . 7}$ | $\mathbf{9 5 . 8} \pm \mathbf{3 . 2}$ |
| Laplacian | $72.7 \pm 8.9$ | $\mathbf{7 7 . 6} \pm 8.3$ | $79.1 \pm 6.3$ |
| Iterated Laplacian | $82.7 \pm 5.7$ | $88.1 \pm 7.4$ | $92.4 \pm 6.7$ |
| Manifold | $77.4 \pm 5.9$ | $83.5 \pm 10.4$ | $89.3 \pm 9.2$ |

Table: Comparison of classification accuracy (\%) on German Traffic Sign datasets with $n_{[l]}=10$.
Computed over 1000 random iterations for $n_{[u]}=100$ and 500 for $n_{[u]}=500$.
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How to study and understand these features? $\Rightarrow$ Sample Covariance Matrix

$$
\mathrm{SCM} \equiv \frac{1}{T} X X^{\top}
$$

of data $X=\left[x_{1}, \ldots, x_{T}\right] \in \mathbb{R}^{p \times T}$.
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Various methods for feature extraction:

- feature selection by hand (expert system)
- feature learned via backpropagation
- random projections/random feature maps:
- simple, fast and tractable theoretical analysis
- early stage of gradient-based methods (with random initialization)
- remaining difficulty: handle the nonlinearity!

How to study and understand these features? $\Rightarrow$ Sample Covariance Matrix

$$
\mathrm{SCM} \equiv \frac{1}{T} X X^{\top}
$$

of data $X=\left[x_{1}, \ldots, x_{T}\right] \in \mathbb{R}^{p \times T}$. SCM in feature space $\Rightarrow$ feature Gram matrix $G$ :

$$
G \equiv \frac{1}{T} \Sigma^{\top} \Sigma
$$

with $\Sigma=\left[\sigma\left(x_{1}\right), \ldots, \sigma\left(x_{T}\right)\right]$ feature matrix of $X$.
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Q(z) \equiv\left(G-z I_{T}\right)^{-1}
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MSE of random feature-based ridge regression (also called extreme learning machines):

$$
\mathrm{E}_{\text {train }}=\frac{1}{T}\left\|y-\beta^{\top} \Sigma\right\|_{F}^{2}=\frac{\gamma^{2}}{T} y^{\top} Q^{2}(-\gamma) y, \quad \mathrm{E}_{\text {test }}=\frac{1}{\hat{T}}\left\|\hat{y}-\beta^{\top} \hat{\Sigma}\right\|_{F}^{2}
$$

with ridge regressor $\beta \equiv \frac{1}{T} \Sigma\left(G+\gamma I_{T}\right)^{-1} y^{\top}=\frac{1}{T} \Sigma Q(-\gamma) y^{\top}$ and regularization $\gamma>0$. $y$ associated target of training data $X$ and $\hat{y}$ target of test data $\hat{X}$.
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$$
Q(z) \equiv\left(G-z I_{T}\right)^{-1}
$$
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MSE of random feature-based ridge regression (also called extreme learning machines):

$$
\mathrm{E}_{\text {train }}=\frac{1}{T}\left\|y-\beta^{\top} \Sigma\right\|_{F}^{2}=\frac{\gamma^{2}}{T} y^{\top} Q^{2}(-\gamma) y, \quad \mathrm{E}_{\text {test }}=\frac{1}{\hat{T}}\left\|\hat{y}-\beta^{\top} \hat{\Sigma}\right\|_{F}^{2}
$$

with ridge regressor $\beta \equiv \frac{1}{T} \Sigma\left(G+\gamma I_{T}\right)^{-1} y^{\top}=\frac{1}{T} \Sigma Q(-\gamma) y^{\top}$ and regularization $\gamma>0$. $y$ associated target of training data $X$ and $\hat{y}$ target of test data $\hat{X}$.
Key Issue
(Classical) quadratic form $a^{\top} Q(z) b$ for nonlinear model $\Sigma=\sigma(W X)$ !

## Handle nonlinearity in RMT: concentration of measure approach

## Recall:

For $\sigma(t)=t, G=\frac{1}{T} X^{\top} W^{\top} W X$ with random $W$ : Sample Covariance Matrix Model. Proof essentially based on trace lemma: $w \in \mathbb{R}^{n}$ of i.i.d. entries and $A$ of bound norm,

$$
\left|\frac{1}{n} w^{\top} A w-\frac{1}{n} \operatorname{tr} A\right| \xrightarrow{\text { a.s. }} 0 .
$$

## Handle nonlinearity in RMT: concentration of measure approach

## Recall:

For $\sigma(t)=t, G=\frac{1}{T} X^{\top} W^{\top} W X$ with random $W$ : Sample Covariance Matrix Model. Proof essentially based on trace lemma: $w \in \mathbb{R}^{n}$ of i.i.d. entries and $A$ of bound norm,

$$
\left|\frac{1}{n} w^{\top} A w-\frac{1}{n} \operatorname{tr} A\right| \xrightarrow{\text { a.s. }} 0 .
$$

Nonlinearity
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with $\sigma_{i}=\sigma\left(X^{\top} w_{i}\right) \in \mathbb{R}^{T}, w_{i}$ the $i$-th row of $W$.
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However, here for nonlinear $\sigma(\cdot)$, similar to the proof of Marčenko-Pastur law:

$$
\Sigma=\sigma(W X)=\left[\begin{array}{c}
\sigma_{i}^{\top} \\
\Sigma_{-i}
\end{array}\right] \in \mathbb{R}^{n \times T}
$$

with $\sigma_{i}=\sigma\left(X^{\top} w_{i}\right) \in \mathbb{R}^{T}, w_{i}$ the $i$-th row of $W$. Rank-one perturbation:

$$
\begin{aligned}
Q & =\left(\frac{1}{T} \Sigma^{\top} \Sigma-z I_{T}\right)^{-1}=\left(\frac{1}{T} \Sigma_{-i}^{\top} \Sigma_{-i}+\frac{1}{T} \sigma_{i} \sigma_{i}^{\top}-z I_{T}\right)^{-1} \\
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## Lemma (Concentration of Quadratic Forms)

$w \in \mathbb{R}^{n}$ of i.i.d. standard Gaussian entries and $\sigma(\cdot) \lambda_{\sigma}$-Lipschitz continuous. For $\|A\| \leq 1$ and $X$ of bounded norm,

$$
P\left(\left|\frac{1}{T} \sigma\left(w^{\top} X\right) A \sigma\left(X^{\top} w\right)-\frac{1}{T} \operatorname{tr} \Phi A\right|>t\right) \leq C e^{-c n \min \left(t, t^{2}\right)}
$$

for some $C, c>0$ and $\Phi \equiv E_{w}\left[\sigma\left(X^{\top} w\right) \sigma\left(w^{\top} X\right)\right]$ (function of data $X$ ).

## Performance evaluation of random feature-based ridge regression

Theorem (Asymptotic Training Performance)
$W \sim \mathcal{N}\left(0, I_{n}\right)$ and $\sigma(\cdot) \lambda_{\sigma}$-Lipschitz continuous and $X$ of bounded norm. Then, as $n, p, T \rightarrow \infty, p / n \rightarrow c_{p} \in(0, \infty)$ and $T / n \rightarrow c_{T} \in(0, \infty)$,

$$
\mathrm{E}_{\text {train }}-\overline{\mathrm{E}}_{\text {train }} \xrightarrow{\text { a.s. }} 0
$$

where $\overline{\mathrm{E}}_{\text {train }}=\frac{\gamma^{2}}{T} y^{\top} \bar{Q}\left[\frac{\frac{1}{n} \operatorname{tr} \bar{Q} \Psi \bar{Q}}{1-\frac{1}{n} \operatorname{tr} \Psi^{2} \bar{Q}^{2}}+I_{T}\right] \bar{Q} y$ and $\bar{Q}=\left(\Psi+\gamma I_{T}\right)^{-1}, \Psi \equiv \frac{n}{T} \frac{\Phi}{1+\delta}$ with $\delta$ the unique solution of $\delta=\frac{1}{T} \operatorname{tr} \Phi \bar{Q}$ and $\Phi \equiv E_{w}\left[\sigma\left(X^{\top} w\right) \sigma\left(w^{\top} X\right)\right]$.
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## Computation of averaged kernel $\Phi$

To evaluate the training and test performance, it remains to compute $\Phi$ for different $\sigma$ :

$$
\Phi(X)=E_{w}\left[\sigma\left(X^{\top} w\right) \sigma\left(w^{\top} X\right)\right]
$$
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the $(i, j)$-th entry of which given by

$$
\Phi_{i, j}=(2 \pi)^{-\frac{p}{2}} \int_{\mathbb{R}^{p}} \sigma\left(w^{\top} x_{i}\right) \sigma\left(w^{\top} x_{j}\right) d w
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## Computation of averaged kernel $\Phi$

To evaluate the training and test performance, it remains to compute $\Phi$ for different $\sigma$ :

$$
\Phi(X)=E_{w}\left[\sigma\left(X^{\top} w\right) \sigma\left(w^{\top} X\right)\right]
$$

the $(i, j)$-th entry of which given by

$$
\begin{aligned}
\Phi_{i, j} & =(2 \pi)^{-\frac{p}{2}} \int_{\mathbb{R}^{p}} \sigma\left(w^{\top} x_{i}\right) \sigma\left(w^{\top} x_{j}\right) d w \\
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## Computation of averaged kernel $\Phi$

To evaluate the training and test performance, it remains to compute $\Phi$ for different $\sigma$ :

$$
\Phi(X)=E_{w}\left[\sigma\left(X^{\top} w\right) \sigma\left(w^{\top} X\right)\right]
$$

the $(i, j)$-th entry of which given by

$$
\begin{aligned}
\Phi_{i, j} & =(2 \pi)^{-\frac{p}{2}} \int_{\mathbb{R}^{p}} \sigma\left(w^{\top} x_{i}\right) \sigma\left(w^{\top} x_{j}\right) d w \\
& \left.=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \sigma\left(\tilde{w}^{\top} \tilde{x}_{i}\right) \sigma\left(\tilde{w}^{\top} \tilde{x}_{j}\right) e^{-\frac{1}{2}\|\tilde{w}\|^{2}} d \tilde{w} \quad \text { (projection on } \operatorname{span}\left(x_{i}, x_{j}\right)\right) .
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$$

Example: for $\sigma(t)=\max (t, 0)=\operatorname{ReLU}(t)$,
$\Phi_{i, j}=\frac{1}{2 \pi} \int_{S} \sigma\left(\tilde{w}^{\top} \tilde{x}_{i}\right) \sigma\left(\tilde{w}^{\top} \tilde{x}_{j}\right) e^{-\frac{1}{2}\|\tilde{w}\|^{2}} d \tilde{w}=\frac{1}{2 \pi}\left\|x_{i}\right\|\left\|x_{j}\right\|\left(\sqrt{1-L^{2}}+\angle \cdot \arccos (-\angle)\right)$
with $S=\min \left(\tilde{w}^{\top} \tilde{x}_{i}, \tilde{w}^{\top} \tilde{x}_{j}\right)>0, \angle \equiv \frac{x_{i}^{\top} x_{j}}{\left\|x_{i}\right\|\left\|x_{j}\right\|}$.

## Results of $\Phi$ for commonly used $\sigma(\cdot)$

Table: $\Phi_{i, j}$ for commonly used $\sigma(\cdot), \angle \equiv \frac{x_{i}^{\top} x_{j}}{\left\|x_{i}\right\|\left\|x_{j}\right\|}$.

| $\sigma(t)$ | $\Phi_{i, j}$ |
| :---: | :---: |
| $t$ | $x_{i}^{\top} x_{j}$ |
| $\max (t, 0)$ | $\frac{1}{2 \pi}\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|\left(\angle \cdot \arccos (-\angle)+\sqrt{1-L^{2}}\right)$ |
| $\|t\|$ | $\frac{2}{\pi}\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|\left(\angle \cdot \arcsin (\angle)+\sqrt{1-L^{2}}\right)$ |
| $\varsigma_{+} \max (t, 0)+$ |  |
| $\varsigma_{-} \max (-t, 0)$ | $\frac{1}{2}\left(\varsigma_{+}^{2}+\varsigma_{-}^{2}\right) x_{i}^{\top} x_{j}+\frac{\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|}{2 \pi}\left(\varsigma_{+}+\varsigma_{-}\right)^{2}\left(\sqrt{1-L^{2}}-\angle \cdot \arccos (\angle)\right)$ |
| $1_{t>0}$ | $\frac{1}{2}-\frac{1}{2 \pi} \arccos (\angle)$ |
| $\varsigma_{2} t^{2}+\varsigma_{1} t+\varsigma_{0}$ | $\varsigma_{2}^{2}\left(2\left(x_{i}^{\top} x_{j}\right)^{2}+\left\\|x_{i}\right\\|^{2}\left\\|x_{j}\right\\|^{2}\right)+\varsigma_{1}^{2} x_{i}^{\top} x_{j}+\varsigma_{2} \varsigma_{0}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)+\varsigma_{0}^{2}$ |
| $\cos (t)$ | $\exp \left(-\frac{1}{2}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)\right) \cosh \left(x_{i}^{\top} x_{j}\right)$ |
| $\sin (t)$ | $\exp \left(-\frac{1}{2}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)\right) \operatorname{sinh(x_{i}^{\top }x_{j})}$ |
| $\operatorname{erf}(t)$ | $\frac{2}{\pi} \arcsin \left(\frac{2 x_{i}^{\top} x_{j}}{\sqrt{\left(1+2\left\\|x_{i}\right\\|^{2}\right)\left(1+2\left\\|x_{j}\right\\|^{2}\right)}}\right)$ |
| $\exp \left(-\frac{t^{2}}{2}\right)$ | $\frac{1}{\sqrt{\left(1+\left\\|x_{i}\right\\|^{2}\right)\left(1+\left\\|x_{j}\right\\|^{2}\right)-\left(x_{i}^{\top} x_{j}\right)^{2}}}$ |

## Results of $\Phi$ for commonly used $\sigma(\cdot)$

Table: $\Phi_{i, j}$ for commonly used $\sigma(\cdot), \angle \equiv \frac{x_{i}^{\top} x_{j}}{\left\|x_{i}\right\|\left\|x_{j}\right\|}$.

| $\sigma(t)$ | $\Phi_{i, j}$ |
| :---: | :---: |
| $t$ | $x_{i}^{\top} x_{j}$ |
| $\max (t, 0)$ | $\frac{1}{2 \pi}\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|\left(\angle \cdot \arccos (-\angle)+\sqrt{1-L^{2}}\right)$ |
| $\|t\|$ | $\frac{2}{\pi}\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|\left(\angle \cdot \arcsin (\angle)+\sqrt{1-\angle^{2}}\right)$ |
| $\begin{aligned} & \varsigma_{+} \max (t, 0)+ \\ & \varsigma_{-} \max (-t, 0) \end{aligned}$ | $\frac{1}{2}\left(\varsigma_{+}^{2}+\varsigma_{-}^{2}\right) x_{i}^{\top} x_{j}+\frac{\left\\|x_{i}\right\\|\left\\|x_{j}\right\\|}{2 \pi}\left(\varsigma_{+}+\varsigma_{-}\right)^{2}\left(\sqrt{1-L^{2}}-\angle \cdot \arccos (\angle)\right)$ |
| $1_{t>0}$ | $\frac{1}{2}-\frac{1}{2 \pi} \arccos (\angle)$ |
| $\operatorname{sign}(t)$ | $\frac{2}{\pi} \arcsin (\angle)$ |
| $\varsigma_{2} t^{2}+\varsigma_{1} t+\varsigma_{0}$ | $\varsigma_{2}^{2}\left(2\left(x_{i}^{\top} x_{j}\right)^{2}+\left\\|x_{i}\right\\|^{2}\left\\|x_{j}\right\\|^{2}\right)+\varsigma_{1}^{2} x_{i}^{\top} x_{j}+\varsigma_{2} \varsigma_{0}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)+\varsigma_{0}^{2}$ |
| $\cos (t)$ | $\exp \left(-\frac{1}{2}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)\right) \cosh \left(x_{i}^{\top} x_{j}\right)$ |
| $\sin (t)$ | $\exp \left(-\frac{1}{2}\left(\left\\|x_{i}\right\\|^{2}+\left\\|x_{j}\right\\|^{2}\right)\right) \sinh \left(x_{i}^{\top} x_{j}\right)$ |
| $\operatorname{erf}(t)$ | $\frac{2}{\pi} \arcsin \left(\frac{2 x_{i}^{\top} x_{j}}{\sqrt{\left(1+2\left\\|x_{i}\right\\|^{2}\right)\left(1+2\left\\|x_{j}\right\\|^{2}\right)}}\right)$ |
| $\exp \left(-\frac{t^{2}}{2}\right)$ | $\frac{1}{\sqrt{\left(1+\left\\|x_{i}\right\\|^{2}\right)\left(1+\left\\|x_{j}\right\\|^{2}\right)-\left(x_{i}^{\top} x_{j}\right)^{2}}}$ |

$\Rightarrow$ (Still) highly nonlinear function of data $X$ !

## Numerical validations

Performance of random feature-based ridge regression:


Figure: Performance for MNIST data (number 7 and 9), $n=512, T=\hat{T}=1024, p=784$.
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## Numerical validations

Performance of random feature-based ridge regression:


Figure: Performance for MNIST data (number 7 and 9), $n=512, T=\hat{T}=1024, p=784$.
$\Rightarrow$ Theoretical performance understanding and fast tuning of hyperparameter $\gamma$ !
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## Consequence

Table: Coefficients $d_{i}$ in $\tilde{\Phi}$ for different $\sigma(\cdot)$.
A natural classification of $\sigma(\cdot)$ :

| $\sigma(t)$ | $d_{1}$ | $d_{2}$ |
| :---: | :---: | :---: |
| $t$ | 1 | 0 |
| $\max (t, 0)$ | $\frac{1}{4}$ | $\frac{1}{8 \pi \tau}$ |
| $\|t\|$ | 0 | $\frac{1}{2 \pi \tau}$ |
| $\varsigma_{+} \max (t, 0)+$ | $\frac{1}{4}\left(\varsigma_{+}-\varsigma_{-}\right)^{2}$ | $\frac{1}{8 \tau \pi}\left(\varsigma_{+}+\varsigma_{-}\right)^{2}$ |
| $\varsigma_{-} \max (-t, 0)$ | $\frac{1}{2 \pi \tau}$ | 0 |
| $1_{t>0}$ | $\frac{2}{\pi \tau}$ | 0 |
| $\operatorname{sign}(t)$ | $\varsigma_{1}^{2}$ | $\varsigma_{2}^{2}$ |
| $\varsigma_{2} t^{2}+\varsigma_{1} t+\varsigma_{0}$ | 0 | $\frac{e^{-\tau}}{4}$ |
| $\cos (t)$ | $e^{-\tau}$ | 0 |
| $\sin (t)$ | $\frac{4}{\pi} \frac{1}{2 \tau+1}$ | 0 |
| $\operatorname{erf}(t)$ | 0 | $\frac{1}{4(\tau+1)^{3}}$ |
| $\exp \left(-\frac{t^{2}}{2}\right)$ |  |  |
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Not freely tunable as in the case of spectral clustering or SSL!

## Numerical validations: Gaussian data
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Case 2: $\varsigma_{+}=\varsigma_{-}=1$ (equivalent to linear map $\sigma(t)=t$ )
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## Numerical validations: real datasets

Table: Empirical estimation of differences in means and covariances of MNIST and EEG datasets.

|  | $\left\\|M^{\top} M\right\\|$ | $\left\\|t t^{\top}+2 S\right\\|$ |
| :--- | :---: | :---: |
| MNIST data | $\mathbf{1 7 2 . 4}$ | 86.0 |
| EEG data | 1.2 | $\mathbf{1 8 2 . 7}$ |

## Numerical validations: real datasets

Table: Empirical estimation of differences in means and covariances of MNIST and EEG datasets.

|  | $\left\\|M^{\top} M\right\\|$ | $\left\\|t t^{\top}+2 S\right\\|$ |
| :--- | :---: | :---: |
| MNIST data | $\mathbf{1 7 2 . 4}$ | 86.0 |
| EEG data | 1.2 | $\mathbf{1 8 2 . 7}$ |

Table: Clustering accuracies on MNIST dataset.

|  | $\sigma(t)$ | $T=64$ | $T=128$ |
| :---: | :---: | :---: | :---: |
| mean- <br> oriented | 1 <br> $\operatorname{sign}(t)$ <br> $\sin (t)$ | $83.34 \%$ | $85.22 \%$ |
|  | $\operatorname{erf}(t)$ | $87.28 \%$ | $87.50 \%$ |
|  | $\|t\|$ | $60.41 \%$ | $57.81 \%$ |
|  | $\cos (t)$ | $59.56 \%$ | $57.72 \%$ |
| balanced | $\operatorname{ReLU}\left(-\frac{t^{2}}{2}\right)$ | $60.44 \%$ | $58.67 \%$ |

Table: Clustering accuracies on EEG dataset.

|  | $\sigma(t)$ | $T=64$ | $T=128$ |
| :---: | :---: | :---: | :---: |
| mean- <br> oriented | 1 <br>  | $\operatorname{sign}(t)$ | $64.63 \%$ |
|  | $70.34 \%$ | $63.03 \%$ |  |
|  | $\operatorname{erf}(t)$ | $70.59 \%$ | $67.70 \%$ |
| cov- <br> oriented | $\|t\|$ | $99.69 \%$ | $99.50 \%$ |
|  | $\cos (t)$ | $99.38 \%$ | $99.36 \%$ |
|  | $\exp \left(-\frac{t^{2}}{2}\right)$ | $\mathbf{9 9 . 8 1 \%}$ | $\mathbf{9 9 . 7 7 \%}$ |
| balanced | $\operatorname{ReLU}(t)$ | $87.91 \%$ | $90.97 \%$ |

## Numerical validations: real datasets




Figure: Leading eigenvector of $\Phi$ for the MNIST (top) and EEG (bottom) with Gaussian mixture data (of same statistics) with a width of $\pm 1$ standard deviations.
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## With RMT:

A general framework for studying learning dynamics of a single-layer network!
In particular, under the appropriate double asymptotic regime: number of network parameters and number of data instances comparably large!

As a consequence, more insights on:

- (random) initialization of training
- overfitting in neural networks
- (explicit or implicit) regularization: early stopping, $l_{2}$-penalization
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## Objective: Learning Dynamics

Gradient descent on loss $L(w)=\frac{1}{2 n}\left\|y^{\top}-w^{\top} X\right\|^{2}$ with $X=\left[x_{1}, \ldots, x_{n}\right]$. For small learning rate $\alpha$, with continuous-time approximation:
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To evaluate the learning dynamics:

- depends only on the projection of eigenvector weighted by $\exp (-\alpha t \lambda)$ of associated eigenvalue $\lambda$
- functional of sample covariance matrix $\frac{1}{n} X X^{\top}$ (again): RMT is the answer!
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- although $X$ random: $w(t)^{\top} \mu$ and $\|w(t)\|^{2}$ have asymptotically deterministic behavior (only depends on data statistics and problem dimension):
$\Rightarrow$ the technique of deterministic equivalent
- Cauchy's integral formula to express the functional $\exp (\cdot)$ via contour integration
$\Rightarrow$ Network performance at any time is in fact deterministic and predictable!
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However, for more sophisticated functionals of $M$ (than $\frac{1}{n} \operatorname{tr} A Q_{M}$ and $a^{\top} Q_{M} b$ ):
Cauchy's integral formula
Example: for $f(M)=a^{\top} e^{M} b d z$,

$$
f(M)=-\frac{1}{2 \pi i} \oint_{\gamma} \exp (z) a^{\top} Q_{M}(z) b d z \approx-\frac{1}{2 \pi i} \oint_{\gamma} \exp (z) a^{\top} \bar{Q}_{M}(z) b d z
$$

with $\gamma$ a positively oriented path circling around all the eigenvalues of $M$.
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with $f_{t}(x) \equiv \exp (-\alpha t x)$. Since $X=-\mu j_{1}^{\top}+\mu j_{2}^{\top}+\Omega=\mu y^{\top}+\Omega$, with $\Omega \equiv\left[\omega_{1}, \ldots, \omega_{n}\right] \in \mathbb{R}^{p \times n}$ of i.i.d. $\mathcal{N}(0,1)$ entries and $j_{a} \in \mathbb{R}^{n}$ the canonical vectors of class $\mathcal{C}_{a}$, With Woodbury's identity,

$$
\begin{aligned}
& \left(\frac{1}{n} X X^{\top}-z I_{p}\right)^{-1}=Q(z)-Q(z)\left[\begin{array}{ll}
\mu & \frac{1}{n} \Omega y
\end{array}\right] \\
& {\left[\begin{array}{cc}
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\mu^{\top} \\
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where $Q(z)=\left(\frac{1}{n} \Omega \Omega^{\top}-z I_{p}\right)^{-1}$ and its deterministic equivalent:

$$
Q(z) \leftrightarrow \bar{Q}(z)=m(z) I_{p}
$$

with $m(z)$ given by Marčenko-Pastur equation $m(z)=\frac{1-c-z}{2 c z}+\frac{\sqrt{(1-c-z)^{2}-4 c z}}{2 c z}$.
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- "replace" the random $Q(z)$ by its deterministic equivalent $\bar{Q}(z)=m(z) I_{p}$.
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## Theorem (Generalization Performance)
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\end{aligned}
$$

$\gamma$ a closed positively oriented path containing all eigenvalues of $\frac{1}{n} X X^{\top}$ and origin.
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Contour integration: hard to understand/interpret $\Rightarrow$ can we further simplify?

## Simplification: "break" the contour integration



Figure: Eigenvalue distribution of $\frac{1}{n} X X^{\top}$ for $\mu=\left[1.5 ; 0_{p-1}\right], p=512, n=1024$.
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Two types of eigenvalues:

- "main bulk" ([ $\left.\left.\lambda_{-}, \lambda_{+}\right]\right)$: sum of real integrals
- isolated eigenvalue $\left(\lambda_{s}\right)$ : residue theorem.

Localization of isolated eigenvalue
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## Discussions

(Simplified) generalization performance

$$
\mathrm{E}=\int \frac{1-f_{t}(x)}{x} \eta(d x), \mathrm{V}=\frac{\|\mu\|^{2}+c}{\|\mu\|^{2}} \int \frac{\left(1-f_{t}(x)\right)^{2} \mu(d x)}{x^{2}}+\sigma^{2} \int f_{t}^{2}(x) \nu(d x)
$$

with MarčenkoâĂȘPastur distribution $\nu(d x) \equiv \frac{\sqrt{\left(x-\lambda_{-}\right)^{+}\left(\lambda_{+}-x\right)^{+}}}{2 \pi c x} d x+\left(1-\frac{1}{c}\right)^{+} \delta(x)$ with $\lambda_{-} \equiv(1-\sqrt{c})^{2}, \lambda_{+} \equiv(1+\sqrt{c})^{2}, \lambda_{s}=c+1+\|\mu\|^{2}+c /\|\mu\|^{2}$ and the measure

$$
\eta(d x) \equiv \frac{\sqrt{\left(x-\lambda_{-}\right)^{+}\left(\lambda_{+}-x\right)^{+}}}{2 \pi\left(\lambda_{s}-x\right)} d x+\frac{\left(\|\mu\|^{4}-c\right)^{+}}{\|\mu\|^{2}} \delta_{\lambda_{s}}(x) .
$$

## Discussions

(Simplified) generalization performance

$$
\mathrm{E}=\int \frac{1-f_{t}(x)}{x} \eta(d x), \mathrm{V}=\frac{\|\mu\|^{2}+c}{\|\mu\|^{2}} \int \frac{\left(1-f_{t}(x)\right)^{2} \mu(d x)}{x^{2}}+\sigma^{2} \int f_{t}^{2}(x) \nu(d x)
$$

with MarčenkoâĂȘPastur distribution $\nu(d x) \equiv \frac{\sqrt{\left(x-\lambda_{-}\right)^{+}\left(\lambda_{+}-x\right)^{+}}}{2 \pi c x} d x+\left(1-\frac{1}{c}\right)^{+} \delta(x)$ with $\lambda_{-} \equiv(1-\sqrt{c})^{2}, \lambda_{+} \equiv(1+\sqrt{c})^{2}, \lambda_{s}=c+1+\|\mu\|^{2}+c /\|\mu\|^{2}$ and the measure

$$
\eta(d x) \equiv \frac{\sqrt{\left(x-\lambda_{-}\right)^{+}\left(\lambda_{+}-x\right)^{+}}}{2 \pi\left(\lambda_{s}-x\right)} d x+\frac{\left(\|\mu\|^{4}-c\right)^{+}}{\|\mu\|^{2}} \delta_{\lambda_{s}}(x) .
$$

## Some remarks:

- $\eta(d x)$ : continuous distribution $\left[\lambda_{-}, \lambda_{+}\right](p-1$ eigenvalues $)+$ Dirac measure at $\lambda_{s}$ (one single eigenvalue): contains comparable information!
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## Some remarks:

- $\eta(d x)$ : continuous distribution $\left[\lambda_{-}, \lambda_{+}\right]$( $p-1$ eigenvalues $)+$ Dirac measure at $\lambda_{s}$ (one single eigenvalue): contains comparable information!
- $\int \eta(d x)=\|\mu\|^{2}$, together with Cauchy Schwarz inequality:
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- How much we over-fit? As $t \rightarrow \infty$, performance drop by $\sqrt{1-\min \left(c, c^{-1}\right)}$


## Numerical validations



Figure: Optimal performance and stopping time as functions of $\sigma^{2}$ with $c=1 / 2$, $\|\mu\|^{2}=4$ and $\alpha=0.01$.
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Figure: Optimal performance and stopping time as functions of $\sigma^{2}$ with $c=1 / 2$, $\|\mu\|^{2}=4$ and $\alpha=0.01$.


Figure: Training and generalization performance for MNIST data (number 1 and 7) with $n=p=784, c_{1}=c_{2}=1 / 2$, $\alpha=0.01$ and $\sigma^{2}=0.1$. Results averaged over 100 runs.
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## Summary: RMT for network learning dynamics

Take-away messages:

- RMT framework to understand and predict learning dynamics:

Cauchy's integral formula + technique of deterministic equivalent

- easily extended to more elaborate data models: e.g., Gaussian mixture model with different means and covariances
- a byproduct: choose the initialization variance $\sigma^{2}$ even smaller (than classical normalization of $1 / p$ )!
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- Non-trivial phase transition phenomena (ability to detect, estimate) when $p, n \rightarrow \infty$.
- Access to limiting performances and not only bounds! $\Rightarrow$ hyperparameter optimization, algorithm improvement.
- Complete intuitive change $\Rightarrow$ opens way to renewed methods.
- Strong coincidence with real datasets $\Rightarrow$ easy link between theory and practice.
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