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Abstract—This article studies the joint distribution of the
signal-to-interference-plus-noise ratios (SINR) of the users in
Rayleigh multiple access channels and broadcast channels, us-
ing large dimensional random matrix theory. Two models are
studied: a multiple access channel (MAC) with minimum mean
square error (MMSE) decoding, and a broadcast channel with
regularized zero-forcing (RZF) precoding. It is shown that, in
both models, the empirical distribution of the SINRs of the users
behaves asymptotically as a Gaussian, with identified mean and
variance. The result is applied to the estimation of the proportion
of users in outage for a given target rate. This asymptotic
Gaussian behavior can be derived from a theoretical approach
based on Stein’s method in a random matrix theory context.

I. MOTIVATION

The use of large dimensional random matrix theory to study
multiple input multiple output (MIMO) wireless communica-
tion systems, which started with Telatar [1] and then Tse and
Hanly [2], made it possible to derive asymptotic expressions
for the performance of the wide range of models where the
parameters of the system are large. First-order asymptotic
expressions have been derived in the case of multiple access
channels [2], [3] and broadcast channels [4], which have en-
abled to study the performance of realistic channel models, and
made it possible to compare and optimize different precoding
and decoding strategies.

However, when confronted with the problem of comparing
the quality of service (QoS) of different users, a first-order
approach no longer provides a precise description of the per-
formance distribution of the users with respect to each other.
For an acurate description of the QoS, it becomes necessary
to study the fluctuations of the rates of users around their
limit, in a second-order analysis. Such an approach has been
investigated in [5], where a central limit theorem is proved
for the SINR of an individual user in a MAC channel with
inter-antenna correlation. The work presented here, following
a similar motivation, is rather focused on the study of the
distribution of the rates of all users in the cell. This problem
is nontrivial because of the correlations between the users’
performance. In the framework of large dimensional random
matrix theory, as the system grows large, a decorrelation effect
will be shown to occur. The knowledge of the joint user
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performance can be used to optimize the precoding and/or
decoding strategies in order to ensure a maximal QoS for all
the users.

In this contribution, we study this performance distribution
in a multiple access Rayleigh channel, both in the uplink
(MAC channel) with MMSE decoding, and in the downlink
(broadcast channel) with RZF precoding.

After describing the two models under study, we will show
how our main result, Theorem 1, can be derived from the
study of the variances and covariances of the users’ SINRs by
using a Gaussian approximation result from [6]. Theorem 1
will then be applied to the derivation of a confidence interval
for the achievable rates of all the users in the channel.

II. SYSTEM MODEL

A. Multiple access channel

The first model we study is the case of a Rayleigh
MAC channel in the uplink, where a base station with N
antennas receives signals from K users equipped with a
single antenna each. The signal u = (u1, u2, . . . , uK)T

sent by the users towards the base station, supposed to be
white Gaussian of covariance IK , travels through the channel
X = [x1,x2, . . . ,xK ] ∈ CN×K , which is supposed to be
memoryless and without inter-antenna correlation. The entries
Xij of X are independent and identically distributed (iid) with
distribution CN (0, 1/N), the factor 1/N being set to ensure
finite channel power irrespective of N . The background noise
is modeled as an additive Gaussian noise w ∈ CN of variance
σ2IN . We consider the case where the signal received at the
base station is decoded via an MMSE decoder, assuming full
channel state information. In this model, the decoded signal
at the base station reads

y = (X∗X + σ2IK)−1X∗(Xu + w) = X∗Q(Xu + w)

with Q = (XX∗ + σ2IN )−1, i.e. the resolvent of XX∗

evaluated at point (−σ2).
In this model, it can be shown that the SINR si of user i

(i ∈ {1, . . . ,K}) can be written as:

si = x∗iQ
[i]xi (1)



where

Q[i] = (X[i]X[i]∗ + σ2IN )−1

X[i] = [x1, . . . ,xi−1,0,xi+1, . . . ,xK ].

B. Broadcast channel
The second model we study is the case of a Rayleigh

broadcast channel, which corresponds to the same setup as
above except that the K users now send signals towards the
N -antenna base station.

In the downlink, the signal u = (u1, u2, . . . , uN )T sent by
the base station is precoded as:

u =

K∑
k=1

rkgk (2)

where r = (r1, r2, . . . , rK)T is the signal transmitted by
the base station towards the users, supposed to be of co-
variance IK , and G = [g1,g2, . . . ,gK ] is the precoding
matrix. The channel follows the same modelling assumptions
as in the uplink, and can be written X∗ ∈ CK×N , with
X = (x1,x2, . . . ,xK) ∈ CN×K being the same matrix of
CN (0, 1/N) entries as defined in the uplink model. The signal
received by the users has expression:

y = X∗u + w (3)

where the additive Gaussian noise w = (w1, w2, . . . , wK)T ∈
CK has variance σ2IK . The signal power is normalized to
unity, such that the SNR is 1/σ2 as in the uplink. We assume
that the precoding is done by regularized zero-forcing (RZF)
[7], with the precoding matrix G defined as:

G = ξ(H∗H + αIN )−1H∗ (4)

= ξ(XX∗ + αIN )−1X (5)

where α is the RZF parameter, and ξ is a normalization
constant in order to satisfy the following power constraint,
which ensures an average transmit power of N for the signal
u sent by the base station:

E
[
||u||2

]
= Tr(G∗G) = N (6)

which can be rewritten, setting Q = (XX∗ + αIN )−1, as:

ξ−2 =
1

N
Tr(QXX∗Q) (7)

The definition for Q is the same as for the uplink model,
except that σ2 is replaced by α.

The individual components of y express as:

yi = ξ

K∑
k=1

[X∗QX]ik rk + wi (8)

The SINR vi of the i-th user can thus be written as:

vi =
ξ2 (x∗iQxi)

2

ξ2
∑
k 6=i [X∗QX]ik [X∗QX]ki + σ2

N

(9)

which can be rewritten by using (7) as:

vi =
(x∗iQxi)

2

x∗iQX[i]X[i]∗Qxi + σ2

N Tr(QXX∗Q)
(10)

III. MAIN RESULTS

We are interested in the asymptotic behavior of the {si}Ki=1

and the {vi}Ki=1 in the large random matrix regime, where
N,K →∞ with cN = N/(K−1)→ c ∈ (0,∞). This regime
is the most common in practical cases of such channels, where
the number of antennas and the number of users are both large
and of the same order of magnitude.

Our main result is Theorem 1 below, which shows that
the expression for the joint SINR distribution in both models
presented above is asymptotically Gaussian. We first introduce
Theorem 1 without proof in the following section, and the
methodology of the proof will then be exposed in the section
after.

A. Notations and main result

Define:

m
(1)
N (z) =

cN − 1

2cNz
− 1

2
+

√
(1− cN + cNz)2 + 4c2Nz

2cNz
(11)

and for all k ≥ 1

m
(k)
N (z) =

−1

(k − 1)!

dk−1m
(1)
N (z)

dzk−1
(12)

All the m
(k)
N (z) converge to a finite nonzero limit as

N,K →∞.
Let Ω be the probability space of sequences ω of ran-

dom matrices XNi,Ki ∈ CNi×Ki of increasing size: ω =
{XN1,K1 ,XN2,K2 , . . .}, with Ni,Ki → ∞ and Ni/(Ki −
1)→ c as i→∞.

We then define the empirical distributions of the SINRs in
the two models:

Multiple access channel: Define the centered and
rescaled versions of the uplink SINRs

◦
si (taken for z = σ2)

as:
◦
si=

√
N

m
(2)
N

(si −m(1)
N ) (13)

and define their empirical distribution λK,ω as the random
probability measure

λK,ω =
1

K

K∑
k=1

δ ◦
sk(ω)

(14)

Broadcast channel: Define the centered and rescaled
versions of the downlink SINRs

◦
vi (taken for z = α) as:

◦
vi=

√
N

τN
(vi − µN ) (15)

with

µN =
m

(1)
N

2

m
(1)
N − αm

(2)
N +

(
1 +m

(1)
N

)2 (
σ2m

(1)
N − ασ2m

(2)
N

)
τN =

(
d21,Nm

(2)
N + d22,Nm

(4)
N + 2d1,Nd2,Nm

(3)
N

)



d1,N =
m

(1)
N

[
m

(1)
N − 2αm

(2)
N + 2(1 +m

(1)
N )(σ2m

(1)
N − ασ

2m
(2)
N )
]

[
m

(1)
N − αm

(2)
N +

(
1 +m

(1)
N

)2 (
σ2m

(1)
N − ασ2m

(2)
N

)]2
d2,N =

αm
(1)
N

2[
m

(1)
N − αm

(2)
N +

(
1 +m

(1)
N

)2 (
σ2m

(1)
N − ασ2m

(2)
N

)]2
and define their empirical distribution νK as the random

probability measure

νK,w =
1

K

K∑
k=1

δ ◦
vk(ω)

. (16)

Then the following theorem holds:

Theorem 1. In the regime K, N →∞, with cN = N/(K −
1) → c ∈ (0,∞), λK,ω and νK,ω converge to N (0, 1) for
almost every ω ∈ Ω.

Theorem 1 asserts that the empirical distribution of the
SINRs of a MAC channel behaves asymptotically like a Gaus-
sian of mean m(1)

N and variance m(2)
N /N , and that the empirical

distribution of the SINRs of a broadcast channel behaves
asymptotically like a Gaussian of mean µN and of variance
τN/N . This asymptotic result is compared to simulations
in Figure 1, which shows a good correspondance between
asymptotic results and simulation results for parameters typical
for a massive MIMO channel.

B. Methodology

The proof of Theorem 1 relies on the Gaussian approxima-
tion techniques of Stein’s method, revisited by Chatterjee [6]
in a random matrix theory context. This section is devoted to
the methodology used to prove this result.

The study of the flustuations of the SINRs in the large
random matrix regime is done in three steps. The first step
consists in computing asymptotic expressions for the means,
variances and covariances of the SINRs. The second is to
prove a central limit theorem (CLT) giving the convergence
of the vector of a finite number of SINRs towards a Gaussian
vector of the same mean and variance, by using an implicit
method based on [6]. Finally, the third step consists in using
the previous CLT to prove the convergence of the empirical
distribution of the SINRs towards a Gaussian distribution with
the same parameters.

1) Covariance structure: We start by giving the asymptotic
covariance structure of the {si} and {vi}.

Since the entries of X are Gaussian, these terms can be
evaluated with the help of Gaussian calculation tools, namely
the integration by parts and the Poincaré-Nash inequality [8]:

Multiple acces channel: For the {si}, we have the
following result:

Proposition 1. The first two moments of the vector of the {si}
have the following expression for all i, j ∈ {1, . . . ,K} such
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Figure 1. Simulation results for the empirical distributions of the downlink
SINRs {si}Ki=1 (top) and uplink SINRs {vi}Ki=1 (bottom), compared to
the limiting expressions given by Theorem 1. The empirical distribution is
evaluated for a single generation of the random matrix X. Both graphs are
drawn for N = 200, K = 50, σ2 = 1, and α = σ2/c.

that j 6= i,

E[si] = m
(1)
N +O

(
1

N2

)
Var(si) =

1

N
m

(2)
N +O

(
1

N2

)
Cov(si, sj) = O

(
1

N2

)

In the above, m(1)
N and m(2)

N are defined by (11) and (12).
The terms O

(
1
N2

)
in fact depend only on the asymptotic

behavior of N , and do not depend on K.
We will show in the next step how this expression allows

to prove a CLT on the {si}.
Broadcast channel: For the {vi}, instead of calculating

directly the covariance structure of these terms, we can show
that vi has the following decomposition:

vi =
α2
i

αi − αβi + (1 + αi)2 δ
(17)

where we defined αi, βi and δ as:

αi = x∗iQ
[i]xi (18)

βi = x∗iQ
[i]2xi (19)

δ =
σ2

N
Tr(QXX∗Q). (20)



The covariance structure of the terms {αi}, {βi} and δ is
significantly simpler to evaluate than the covariance structure
of the {vi}. Using Gaussian calculation tools, we have:

Proposition 2. For all i, j ∈ {1, . . . ,K} such that j 6= i,

E[αi] = m
(1)
N +O

(
1

N2

)
E[βi] = m

(2)
N +O

(
1

N2

)
Var(αi) =

m
(2)
N
N

+O
(

1
N2

)
Var(βi) =

m
(4)
N
N

+O
(

1
N2

)
E[δ] = σ2m

(1)
N − ασ

2m
(2)
N +O

(
1
N

)
Var(δ) = O

(
1

N2

)
Cov(αi, βi) =

m
(3)
N
N

+O
(

1
N2

)
Cov(αi, δ) = O

(
1

N3/2

)
Cov(βi, δ) = O

(
1

N3/2

)
Cov(αi, αj) = O

(
1

N2

)
Cov(βi, βj) = O

(
1

N2

)
Cov(αi, βj) = O

(
1

N2

)
We will show in the next step how this expression allows

to prove a CLT on {αi}, {βi} and δ. This CLT will then be
transferred to a CLT the vi by using the delta-method [9].

2) Central limit theorem for a finite number of users: The
above covariance structure results allow to prove a CLT on
both the {si} and the {vi}, showing that these two quantities
show Gaussian fluctiations around their limit. Since K goes to
infinity, however, the CLT will give the asymptotic behavior
of a vector of {si} or {vi} of finite size K̂. This step details
these two results and their derivation.

Multiple acces channel: The asymptotic behavior of a
finite number K̂ of {si} is given by:

Theorem 2. Let K̂ be a fixed finite integer. As N →∞, the
random vector (si)i=1,...,K̂ satisfies the following central limit
theorem:

√
N

m
(2)
N


s1 −m(1)

N

s2 −m(1)
N

. . .

sK̂ −m
(1)
N

 d−→ NK̂(0, IK̂).

Sketch of proof: By the Cramer-Wold device, the study of
the random vector (si)i=1,...,K̂ of size K̂ can be reduced to the
study of a scalar random variable equal to an arbitrary linear
combination of the si. Thus, to prove the theorem, it suffices
to prove that f(X) =

∑K̂
i=1 tisi for arbitrary ti converges to

a univariate Gaussian.
This univariate convergence is proven by using a Gaussian

approxmiation result by Chatterjee [6], which constitutes an
adaptation of Stein’s method in a random matrix theory
context. This result allows to show the convergence in total
variation of f(X) to a univariate Gaussian. This method relies
on bounds of the first and second derivatives of f(X) with
respect to the entries of the random matrix X, and shows
the convergence of f(X) to a Gaussian of the same mean
and variance. This approach is implicit and does not assume
knowledge of the mean and variance of f(X), which are
calculated independently as a consequence of the covariance
structure of (si)i=1,...,K̂ .

Finally, the convergence of the moments shown in the
previous step allows to replace in the asymptotic regime the
mean and variance of this Gaussian approximation by the

mean and variance from Prop. 1, which proves Theorem 2.
�

Broadcast channel: The asymptotic behavior of a finite
number K̂ of {vi} is given by:

Theorem 3. Let K̂ be a fixed finite integer. As N →∞, the
random vector (vi)i=1,...,K̂ satisfies the following central limit
theorem:

√
N

τN


v1 − µN
v2 − µN

...
vK̂ − µN

 d−→ NK̂(0, IK̂) (21)

Sketch of proof: Similarily to the proof of the CLT
on the {si}, we use the Cramer-Wold device and Gaus-
sian approximation by Stein’s method on the random vector
{αi, βj , δ}i,j=1...K̂ . This way, we show that this vector of size
2K̂+1 converges to a Gaussian vector whose means, variances
and covariances are those given in the previous step.

By the delta-method, this CLT on {αi, βj , δ}i,j=1...K̂ can
be transferred to a CLT on the random vector (vi)i=1,...,K̂ by
using the expression (17) which gives the expressions of µN
and τN and therefore proving Theorem 3. �

We also mention that Theorems 2 and 3 are also valid in
the asymptotic regime where N → ∞ and K remains finite,
in which case taking K̂ = K gives the asymptotic behavior
of the whole vector of the SINRs. Therefore these results are
also valid in the regime where only the number of antennas
is large.

3) Derivation of the asymptotic SINR distribution: The
proof of Theorem 1 is based on Theorems 2 and 3. Since
the proof is the same for the theorem on the {si} and the
theorem on the {vi}, we give only the sketch of the proof for
the {si}.

Let φK,ω(u) = 1
K

∑K
k=1 e

iu
◦
sk(ω) be the characteristic

function of λK,w. Using the TCL (Theorem 2) for K̂ = 1
and K̂ = 2 yields the following approximations of the first
two moments of φK,ω(u) for all u:

E [φK,ω(u)] = e−u
2/2 +O

(
1

K1/4

)
(22)

Var(φK,ω(u)) = O
(

1

K1/4

)
(23)

By Chebychev’s inequality, (22) and (23) give the conver-
gence in distribution of φK,ω(u) to the standard Gaussian
characteristic function for all u. This implies the convergence
in probability of λK,w to N (0, 1). We then remark that the
subsequence φαn,ω(u) with αn = bαnc converges almost
surely to N (0, 1) for all α > 1. We conclude by bounding
the difference between φK,ω(u) and φαn,ω(u), and taking the
limit α→ 1. This proves Theorem 1.

The application of Theorem 1 to study the asymptotic
behavior of the achievable rates is the object of the next
section.



IV. APPLICATION TO THE DISTRIBUTION OF USER RATES

Theorem 1 can be applied to the computation of the distribu-
tion of the individual user rates. In both models with Gaussian-
distributed signals, the maximum achievable rate of user i is
Ri = log(1 + si) in the MAC channel and R̃i = log(1 + vi)
in the broadcast channel. We have the two following results:

Multiple access channel: Let SK,ω(R) be the distribution
function of the rates

SK,ω(R) =
1

K

K∑
k=1

1{log(1+sk(ω))≤R}. (24)

The following result is an application of Theorem 1 to the
computation of the quantiles of the user rates.

Corollary 1. Let RK(σ2, q) be defined as

RK(σ2, q) = log

1 +m
(1)
N +

√
m

(2)
N

N
Φ−1(q)

 (25)

with Φ−1 the inverse of the Gaussian distribution function
Φ(x) = 1/

√
2π
∫ x
−∞ exp(−u2/2)du. Then, as N,K → ∞

with cN → c ∈ (0,∞), for almost every ω,

SK,ω
(
RK(σ2, q)

) a.s−→ q. (26)

Corollary 1 states in particular that, at target rate RK(σ2, q),
for N,K large enough, an approximate proportion q of the
users is in outage. The quantile function RK(σ2, q) is repre-
sented in Figure 2 for different values of q. From this figure,
we see that, even for a large value of N (N=200 here), there
is a significant spread of the SINRs around their first-order
asymptotic value (attained for q = 0.5).
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Figure 2. Asymptotic values for quantiles q = 0.05, 0.5, 0.95 of the users’
rates in a MAC channel given by Corollary 1, versus the signal-to-noise ratio
(SNR) 1/σ2. Here, N = 200 and K = 50.

Broadcast channel: Let VK,ω(R) be the distribution
function of the rates

VK,ω(R) =
1

K

K∑
k=1

1{log(1+vk(ω))≤R}. (27)

Then, similarily,

Corollary 2. Let R̃K(σ2, α, q) be defined as

R̃K(σ2, α, q) = log

(
1 + µN +

√
τN
N

Φ−1(q)

)
(28)

with Φ−1 the inverse of the Gaussian distribution function.
Then, as N,K →∞ with cN → c ∈ (0,∞), for almost every
ω,

VK,ω

(
R̃K(σ2, α, q)

)
a.s−→ q. (29)

Corollary 2 states in particular that, at target rate
R̃K(σ2, α, q), for N,K large enough, an approximate pro-
portion q of the users is in outage.

V. CONCLUSION

We have shown an approach that allowed to derive the
performance distribution of the users in MAC and broadcast
channels. Such results can be interesting in the optimization
of precoding and decoding strategies in the fact that it would
enable to optimize not only the mean performance, but also
the performance of the users with the lowest QoS in the cell,
therefore effectively guaranteeing a minimal QoS for all the
users.

We believe that the generality of the theoretical approach
used here could allow a generalization of these results to more
complex channel models. In particular, it should be possible
to take into account effects such as inter-antenna correlation,
Rician fading channels, or different pathloss distances between
users. Such tools could also prove to be of interest in a multi-
cell approach, taking into account the additional interference
from neighboring cells.
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