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Abstract—A new method is proposed to determine precoding
matrices that achieve local maxima of the expected sum rate in
a multiple input multiple output interference channel (MIMO
IC), in the realistic scenario where only partial channel state
information (CSI) is available at the transmitters. Relying on
a random matrix analysis of the capacity of large dimensional
Ricean channels introduced in [1], the expected sum rate of the
K-user MIMO IC is approximated by a deterministic equivalent
to which an iterative gradient scheme is applied to find local
maxima of the approximated sum rate.

I. INTRODUCTION

Multiple input multiple output (MIMO) systems are recog-
nized as an effective means for improving the performance of a
wireless communication link as they offer substantial capacity
improvements over single-antenna systems without requiring
additional power or bandwidth.

In order to optimally exploit the multiplexing gain offered
by MIMO systems, spatial precoding is performed by the
transmitters, which leads to significant gains particularly in
interference channels. When interference is the dominant im-
pairment, the precoding method known as interference align-
ment has proved capable of achieving the optimal multiplexing
gain of interference channels [2]. Many works have then
proceeded to analyze the sum rate performance of interference
alignment. In particular, in [3] the authors considered sum
rate maximization under a total power constraint. In [4], the
authors analyzed a family of sum rate maximizing orthonormal
precoders (or beamformers) that maintain a low interference
level. In [5], a so-called alternating method is proposed to find
beamformers under per-transmitter power constraints.

However, these methods design the precoders based on the
assumption that perfect CSI is available at the transmitters. In a
more realistic scenario where CSI is only partially known, for
instance when the channel state available at the transmitters is
based on erroneous estimates or on outdated CSI fed back by
the receivers, the performance of such methods degrades sub-
stantially. While the effect of imperfect CSI has been widely
investigated in the single user case, there exist only a few
results for the MIMO IC. This case is considered for instance
in [3] and [6] under interference alignment constraints.

On the other hand, when only knowledge of the statistics
of the channel is available at the transmitters, approximating
the expected sum rate will be of particular interest. In single
user transmissions, this problem is explored for separately-
correlated Rayleigh and uncorrelated Rician MISO channels

in [7] and extended to MIMO in [8] and [9]. In [1], a method
is proposed to approximate the ergodic mutual information
(EMI) for the general correlated Rician fading channel; this
method is accurate when the number of antennas is large.

In this paper, the sum rate maximizing precoder design
for the MIMO IC is investigated for the case where only a
noisy version of the channel is available at the transmitters.
We propose to approximate the expected sum rate of the K-
user IC by a so-called deterministic equivalent, using advanced
random matrix tools presented in [1], and we numerically
optimize the transmit precoders to determine local maxima
of the deterministic equivalent.

The remainder of the paper is organized as follows. In
Section II, the system model is described. The deterministic
equivalent method is discussed in Section III. The proposed
method for approximating the expected sum rate of the K-user
IC is presented in Section IV. Simulation results are presented
in Section V and conclusions are drawn in Section VI.

Notation: Nonbold letters represent scalar quantities, bold-
face lowercase and uppercase letters indicate vectors and
matrices, respectively. IN is the N ×N identity matrix. The
trace, conjugate, transpose, Hermitian transpose of a matrix
or vector are denoted by tr(·), (·)∗, (·)T, (·)H respectively. The
expectation operator is represented by E(·) and A � B means
that A−B is positive semi-definite. Determinant and spectral
norm of a matrix are denoted by | · | and || · || respectively and
Bdiag(·) represents a block diagonal matrix with the argument
blocks on its diagonal. The complex Gaussian distribution with
zero mean and unit variance is denoted by CN (0, 1).

II. SYSTEM MODEL

An interference channel is considered in which K transmit-
ters communicate with their respective receivers in a shared
medium. Transmitter j and receiver i are equipped with Nj
and Mi antennas, respectively. Data symbols are spatially
precoded at the transmitters. The number of data streams sent
by transmitter i equals di. The vector at receiver i reads

yi = Hii

√
λiVixi +

∑
1≤j≤K
j 6=i

Hij

√
λjVjxj + ni (1)

in which Hij ∈ CMi×Nj is the channel matrix between
transmitter j and receiver i, Vj ∈ CNj×dj and xj ∈ Cdj

are the precoding matrix and the data vector of transmitter j,



respectively. Furthermore, ni ∼ CN (0, σ2IMi
) is the additive

noise at receiver i. Assuming E
[
xix

H
i

]
= Idi , i = 1, . . . ,K,

the covariance matrix of the signal transmitted by user j is
given as Qj = λjVjV

H
j in which λj =

Pj

tr(VjVH
j )

. The

transmit power for user j is tr (Qj) = Pj . The transmit signal-
to-noise ratio (SNR) for user j is defined as tr(Qj)

σ2 =
Pj
σ2 .

In order to model imperfect CSI at the transmitter, the
channel matrix Hij is assumed estimated as H̄ij by transmitter
j, with

Hij = H̄ij + Eij ,

in which Eij is the estimation error, whose entries are modeled
as independent and identically distributed (i.i.d.) Gaussian
random variables with zero mean and variance σ2

ij . Both H̄ij

and σ2
ij are known to all transmitters. We define the feedback

quality for the link between transmitter j and receiver i as

ηij =
tr(H̄ijH̄

H
ij)

tr(E
[
EijEH

ij

]
)
. (2)

The objective function that we wish to study and optimize
w.r.t. Q1, . . . ,QK is the achievable expected sum rate of the
MIMO IC under the assumption that the input signals are
Gaussian. Considering the received signal in (1), this reads

Rsum = E

 K∑
i=1

log

∣∣∣∣∣∣IMi +
1

σ2

K∑
j=1

HijQjH
H
ij

∣∣∣∣∣∣
−

K∑
i=1

log

∣∣∣∣∣∣IMi
+

1

σ2

∑
j 6=i

HijQjH
H
ij

∣∣∣∣∣∣
 (3)

where the expectation is w.r.t. Eij , 1 ≤ i, j ≤ K. Eij =
σijWij and Wij with i.i.d. CN (0, 1) entries.

In order to determine the sum rate-maximizing precoders,
we will use a gradient ascent approach. To simplify the
computationally demanding evaluation of the expectations in
the expression of Rsum, we shall rely on an approximation
R̄sum of Rsum provided by tools from random matrix theory,
which is asymptotically accurate as the system dimensions Ni,
Mj grow large. This approximation, known as deterministic
equivalent, is introduced in the next section.

III. DETERMINISTIC EQUIVALENT

We start with the following Lemma.
Lemma 1: Let H̄ ∈ CM×N and positive semi-definite

matrices Q, C̃ ∈ CN×N be deterministic matrices and σ2 > 0.

Define G(δ) =
(
IN + δQ

1
2 C̃Q

1
2

)−1

and

g(Q, δ, δ̃) =
1

N
tr
(
σ2(1 + δ̃)IM + H̄Q

1
2 G(δ)Q

1
2 H̄H

)−1

,

g̃(Q, δ, δ̃) =
1

N
tr

Q
1
2 C̃Q

1
2

(
σ2(G(δ))

−1
+

Q
1
2 H̄HH̄Q

1
2

1 + δ̃

)−1
 ,

then the system of equations{
δ = g(Q, δ, δ̃),

δ̃ = g̃(Q, δ, δ̃),
(4)

has a unique solution (δ?, δ̃?) ∈ (0,∞)2. Moreover, δ? and
δ̃? can be numerically computed via Algorithm 1.

Proof: A sketch of the proof is given in Appendix A.

Algorithm 1 Fixed point method

Initialization: m = 0 and δ(0), δ̃(0) > 0
Repeat
• δ(m+1) = g(δ(m), δ̃(m))
• δ̃(m+1) = g̃(δ(m), δ̃(m))
• m← m+ 1

until convergence.
Output: (δ?, δ̃?) = (δ(m), δ̃(m)).

The deterministic equivalent of interest in this article is
provided as follows.

Theorem 1: Let H = H̄ + E, in which H̄ ∈ CM×N is
deterministic with bounded spectral norm, and E = 1√

N
WC̃

1
2

with W ∈ CM×N having i.i.d. elements from CN (0, 1)
and C̃ diagonal nonnegative with bounded spectral norm.
Let also Q ∈ CN×N be deterministic Hermitian nonnegative
with bounded spectral norm. Then, as M,N → ∞ with
M/N → c > 0,

R− R̄→ 0

where R = E
[
log
∣∣IM + 1

σ2 HQHH
∣∣],

R̄ = log

∣∣∣∣(1 + δ̃)IM +
1

σ2
H̄Q

1
2 G(δ)Q

1
2 H̄H

∣∣∣∣
− log |G(δ)| −Nσ2δδ̃,

and δ and δ̃ are the unique positive solution of (4).
Proof: The proof follows directly from [1, Theorem 2],

where only functional uniqueness of δ, δ̃ (seen as functions of
σ2) was obtained. Lemma 1 completes [1] by adding point-
wise uniqueness of δ, δ̃ for each σ2 > 0.
R̄ is called the deterministic equivalent because it does not

involve an expectation. A nice property of R̄ is that its partial
derivative with respect to δ and δ̃ vanishes at (δ?, δ̃?),

∂R̄

∂δ

∣∣∣∣
(δ?,δ̃?)

=
∂R̄

∂δ̃

∣∣∣∣
(δ?,δ̃?)

= 0. (5)

In the next section, we introduce our novel gradient ascent
technique based on Theorem 1.

IV. PROPOSED SUM-RATE OPTIMIZATION METHOD

Consider again the system model (1). Defining N =∑K
j=1Nj , (3) can be rewritten as

Rsum = E

[
K∑
i=1

log

∣∣∣∣IMi
+

1

σ̄2
HiQHH

i

∣∣∣∣
−

K∑
i=1

log

∣∣∣∣IMi +
1

σ̄2
HiQ−iH

H
i

∣∣∣∣
]
. (6)

Here, σ̄2 = σ2

N , the equivalent channels of size Mi × N are
defined as Hi = 1√

N
[Hi1, ...,HiK ] for i = 1, ...,K, Q =



Bdiag (Q1, ...,QK) and Q−i is equal to Q except that the
ith block is replaced by the Ni ×Ni zero matrix. Therefore

Hi = H̄i + Ei, (7)

with H̄i = 1√
N

[
H̄i1, ..., H̄iK

]
, Ei = 1√

N
WiC̃

1
2
i , Wi =

[Wi1, ...,WiK ] and C̃i = Bdiag
(
σ2
i1IN1

, ..., σ2
iKINK

)
. With

these definitions, Wi has CN (0, 1) elements and C̃i is diag-
onal nonnegative, like W and C̃ in Theorem 1.

Defining R+
i and R−i as

R+
i = E

[
log

∣∣∣∣IMi
+

1

σ̄2
HiQHH

i

∣∣∣∣] ,
R−i = E

[
log

∣∣∣∣IMi
+

1

σ̄2
HiQ−iH

H
i

∣∣∣∣] ,
where the expectation is over Ei, the expected sum rate is

Rsum =

K∑
i=1

(
R+
i −R

−
i

)
.

Using Theorem 1, we approximate R+
i and R−i by deter-

ministic equivalents. In particular, we have

R+
i − R̄

+
i → 0

as Nj ,Mj →∞ with Nj/Mj → cj > 0 for all j, where

R̄+
i = fi(Q, δ

+
i , δ̃

+
i )

= log

∣∣∣∣(1 + δ̃+
i )IMi

+
1

σ̄2
H̄iQ

1
2 Gi(δ

+
i )Q

1
2 H̄H

i

∣∣∣∣
− log

∣∣Gi(δ
+
i )
∣∣−Nσ̄2δ+

i δ̃
+
i (8)

in which Gi(x) = (IN + xQ
1
2 C̃iQ

1
2 )−1, and δ+

i and δ̃+
i are

the unique positive solutions to

δ+
i = gi(Q, δ

+
i , δ̃

+
i )

=
1

N
tr
(
σ̄2(1 + δ̃+

i )IMi
+ H̄iQ

1
2 Gi(δ

+
i )Q

1
2 H̄H

i

)−1

,

(9)

δ̃+
i = g̃i(Q, δ

+
i , δ̃

+
i )

=
1

N
tr

Q
1
2 C̃iQ

1
2

(
σ̄2(Gi(δ

+
i ))−1 +

Q
1
2 H̄H

i H̄iQ
1
2

1 + δ̃+
i

)−1
 .

(10)

Similarly we define R̄−i = fi(Q−i, δ
−
i , δ̃

−
i ) and (δ−i , δ̃

−
i )

the unique nonnegative solution to{
δ−i = gi(Q−i, δ

−
i , δ̃

−
i ),

δ̃−i = g̃i(Q−i, δ
−
i , δ̃

−
i ).

(11)

Defining R̄sum =
∑K
i=1

(
R̄+
i − R̄

−
i

)
, with K finite, we

have from Theorem 1 that, for all Qi with bounded spectral
norm,

sup
Q,

‖Q‖ bounded

Rsum(Q) − sup
Q,

‖Q‖ bounded

R̄sum(Q)→ 0, (12)

as Ni,Mi grow large. Thus, optimizing Rsum over Q,
for any family of bounded precoders, is equivalent, in the

asymptotic regime, to optimizing R̄sum over Q. R̄sum is
deterministic and its evaluation does not require heavy Monte
Carlo simulations. Hence we propose to use a gradient ascent
method to determine a local maximum as summarized in
Algorithm 2. The gradient ascent algorithm consists in starting
from an initial precoder Q = Q0, with which δ+

i , δ
−
i , δ̃

+
i , δ̃

−
i

are evaluated using Algorithm 1. This allows for an evaluation
of the gradient at the initial step, from which a new precoder
Q1 is derived, and the algorithm unfolds similarly as in the
initial step until convergence.

Algorithm 2 Iterative optimization
Initialization: m = 0 and Q0 arbitrary.
Repeat
• Compute δ+

i , δ
−
i , δ̃

+
i , δ̃

−
i , i = 1, ...,K, using Algorithm 1

• Evaluate the gradient ∇R̄sum w.r.t. V = [V1, ...,VK ]T

• Let V = V + β∇R̄sum (for some step-size β)
• Let Qm+1 = Bdiag

(
P1

V1V
H
1

tr(V1VH
1 )
, ..., PK

VKVH
K

tr(VKVH
K)

)
• m← m+ 1

until convergence.

The remainder of this section is dedicated to deriving
explicit expression for the gradients required in Algorithm 2.

We know from (5) that the partial derivative of R̄+
i w.r.t.

δ+
i , δ̃

+
i for i = 1, ...,K is equal to zero (the same applies to

R̄−i w.r.t. δ−i , δ̃
−
i ). This fact simplifies the calculation of the

gradient when using the differentiation chain rule.
In order to differentiate R̄sum, we rewrite R̄+

i as

R̄+
i = log

∣∣∣∣∣∣(1 + δ̃+
i )IMi +

1

σ̄2

K∑
j=1

H̄ijQ
1
2
j Zij(δ

+
i )Q

1
2
j H̄H

ij

∣∣∣∣∣∣
−

K∑
j=1

log
∣∣Zij(δ+

i )
∣∣−Nσ̄2δ+

i δ̃
+
i (13)

in which Zij(x) = (INj + xσ2
ijQj)

−1, and

δ+
i =

1

N
tr

σ̄2(1 + δ̃+
i )IMi

+

K∑
j=1

H̄ijQ
1
2
j Zij(δ

+
i )Q

1
2
j H̄H

ij

−1

.

Expanding δ̃+
i in (10) using standard matrix inversion

formulas, we obtain

δ̃+
i =

1

N

K∑
j=1

tr

(
QjZij(δ

+
i )

σ̄2

(
INj −Q

1
2
j H̄H

ij(∆
+
i )
−1

H̄ijQ
1
2
j

Zij(δ
+
i )

σ̄2

))

where ∆+
i = (1 + δ̃+

i )IMi
+
∑K
j=1 H̄ijQ

1
2
j

Zij(δ
+
i )

σ̄2 Q
1
2
j H̄H

ij .

Using the fact that Zij(x) and Q
1
2
j commute, (13) reads

R̄+
i = log

∣∣Fi(δ+
i )
∣∣− K∑

j=1

log
∣∣Zij(δ+

i )
∣∣−Nσ̄2δ+

i δ̃
+
i (14)



in which

Fi(x) = (1 + x̃)IMi +
1

σ̄2

K∑
j=1

H̄ijZij(x)QjH̄
H
ij . (15)

Defining dnX = ∂X
∂V∗

n
dV∗n, the differential of R̄+

i w.r.t. Vn

dnR̄
+
i = tr

(
(Fi(δ

+
i ))−1dnFi(δ

+
i )− (Zin(δ+

i ))−1dn(Zin(δ+
i ))
)

= tr
(
Ω+
indnQn

)
(16)

where the last equality is detailed in Appendix B, and where

Ω+
in = Zin(δ+

i )

(
1

σ̄2
H̄H
in(Fi(δ

+
i ))−1H̄inZin(δ+

i ) + δ+
i σ

2
inINn

)
.

(17)
Considering the normalization factors λj , note that the

power constraint is always satisfied. In other words the op-
timization finds the precoding matrices Vj such that the
normalized version of the corresponding covariance matrices
Qj = λjVjV

H
j will maximize the expected sum rate. It

can be shown that dnλn = −λ2
n

Pn
tr
(
VndnVH

n

)
, therefore the

differential of Qn can be evaluated as

dnQn = dn
(
λnVnVH

n

)
= −λ

2
n

Pn
tr
(
VndnVH

n

)
VnVH

n + λnVndnVH
n .

(18)

Inserting (18) into (16) yields

dnR̄
+
i = −λ

2
n

Pn
tr
(
Ω+
inVnVH

n

)
tr
(
VndnVH

n

)
+ λntr

(
Ω+
inVndnVH

n

)
= λntr

[Ω+
inVn −

tr
(
Ω+
inVnVH

n

)
tr (VnVH

n )
Vn

]T

dnV∗n

 .

(19)

Therefore the gradient with respect to Vn is given by

∇nR̄+
i = Ω+

inVn −
tr
(
Ω+
inVnVH

n

)
tr (VnVH

n )
Vn. (20)

The same procedure holds for R̄−i with Q−i instead of Q,

and therefore we have ∇nR̄sum =
K∑
i=1

(∇nR̄+
i − ∇nR̄

−
i ).

Defining V =
[
V1, ...,VK

]T
, the gradient with respect to

V is ∇R̄sum =
[
∇1R̄sum, ...,∇KR̄sum

]
.

V. SIMULATION RESULTS

In this section, the performance of the proposed scheme
is evaluated through numerical simulations. The performance
metric is the expected sum rate (3) evaluated through Monte-
Carlo simulations employing the covariance matrices designed
with Algorithm 2. The whole process is repeated and averaged
for many realizations of H̄ij , with entries CN (0, 1).

Figure 1 shows the expected sum rate versus transmit SNR
for a three-user IC with four antennas per node and two
data streams for each transmitter, using different precoder
optimization schemes. We assume σij = 0.5 and ηij = 3 for
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Fig. 1. Performance comparison of precoder optimization
methods, for 3-user MIMO IC, Nj = 4, Mi = 4, ηij = 3.

i, j = 1, ...,K. We compare the performance of the precoders
provided by Algorithm 2 to two alternative approaches: (i)
precoders are designed to maximize the sum rate under the
assumption that H̄ij is the true channel (i.e. the transmitter
assumes σ2

ij = 0), (ii) the signal resulting from the channel
estimation error is modeled as an additive white Gaussian
noise term. In that case, the last two terms in

yi = H̄ii

√
λiVixi +

K∑
j=1,j 6=i

H̄ij

√
λjVjxj + ni

+ Eii

√
λiVixi +

K∑
j=1,j 6=i

Eij

√
λjVjxj

are considered as noise and therefore the covariance ma-
trix of the equivalent noise vector is σ2

i IMi
with σ2

i =

Mi

K∑
j=1

PjNjσ
2
ij + σ2. In this case the precoders are designed

as in (i) except for the different noise variance. We also provide
as a reference the performance of precoders optimized with
perfect CSI.

The results clearly show that our deterministic equivalent
approach is superior to (i) and (ii). This suggests that, even
though the system dimensions are small in this example,
and therefore we operate far from the asymptotic regime
Ni,Mj →∞, the approximation through deterministic equiv-
alents outperforms the classical simplifying assumptions (i)
and (ii).

VI. CONCLUSION

Precoder design for the MIMO IC was investigated when
imperfect channel state information is available at the transmit-
ters. The expected sum rate of the MIMO IC was approximated
by extending the method presented in [1] to the interference
channel and an iterative method was proposed to evaluate
precoders that locally maximize the sum rate approximation.



Simulation results suggest that this method provides superior
precoder design than classical alternative approximations.

APPENDIX A
PROOF OF LEMMA 1

From the fact that, for A,B � 0, 1
N tr

(
A(IN + B)−1

)
≤

‖A‖, we have g(Q, δ, δ̃) ≤ (M/N)σ−2(1 + δ̃)−1 and
g̃(Q, δ, δ̃) ≤ σ−2‖QC̃‖ , U . Define now δ̂ = U

δ̃
−1 which is

one-to-one with δ̃ and therefore we can equivalently discuss
about the convergence and uniqueness of the following system
of equations, δ = h(Q, δ, δ̂) = g(Q, δ, U

1+δ̂
),

δ̂ = ĥ(Q, δ, δ̂) = U
g̃(Q,δ, U

1+δ̂
)
− 1.

(21)

To prove uniqueness and convergence of the fixed-point
algorithm, we use a result on standard interference functions.

Definition 1 ([10]): A function h(x) = (h1(x), ..., hn(x))
in which hi : Rn+ → R+, i = 1, ...,K is a standard
interference function if the following assumptions hold for all
i ∈ {1, ..., n}:

I. Positivity: hi(x) > 0 for all x ≥ 0
II. Monotonicity: if x′ ≥ x, then hi(x′) ≥ hi(x)

III. Scalability: for α > 1, hi(αx) < αhi(x).
Also a vector x is said to be a feasible point if h(x) < x

where the inequality is element-wise.
Theorem 2 ([10]): If h is a standard interference function,

and there exists a feasible x, then the fixed-point equation
h(x) = x has a unique solution x∗, given as the limit x∗ =
limt→∞ xt, where, for all t ≥ 0,

xt+1 = h(xt)

and x0 > 0 is arbitrary.
In our setting, we define x = (δ, δ̂) and h(x) =

(h(δ, δ̂), ĥ(δ, δ̂)). Then, from Theorem 2, we only need to
prove that h is a standard interference function that admits
a feasible point. This implies the convergence of Algorithm 1
(considering the one-to-one map between δ̃ and δ̂ at each
iteration).

A feasible point can always be found since the functions
h and ĥ are bounded for every positive (δ, δ̂). It is also
easy to show that the positivity assumption always holds. For
monotonicity, we have to show that δ′ ≥ δ and δ̂′ ≥ δ̂ results
in h(δ′, δ̂′) ≥ h(δ, δ̂) and ĥ(δ′, δ̂′) ≥ ĥ(δ, δ̂). For δ′ ≥ δ, we
get tr

(
δ′Q

1
2 C̃Q

1
2

)
≥ tr

(
δQ

1
2 C̃Q

1
2

)
. Therefore using

tr(A−1 −B−1) ≥ 0 ⇔ B � A (22)

it is clear that(
IN + δQ

1
2 C̃Q

1
2

)−1

�
(
IN + δ′Q

1
2 C̃Q

1
2

)−1

. (23)

Also from δ̂′ ≥ δ̂, we have

σ2

(
1 +

U

1 + δ̂

)
IM � σ2

(
1 +

U

1 + δ̂′

)
IM . (24)

Multiplying both sides of (23) by H̄Q
1
2 and its Hermitian

from left and right respectively, adding the result to (24), and
using the equivalence in (22) results in h(δ′, δ̂′) ≥ h(δ, δ̂) in
which from (21), h(δ, δ̂) is written as

h(δ, δ̂) =
1

N
tr

(
σ2

(
1 +

U

1 + δ̂

)
IM + H̄Q

1
2 G(δ)Q

1
2 H̄H

)−1

.

(25)

Using the same line of arguments, monotonicity of ĥ and
scalability of both h and ĥ are then proved.

APPENDIX B
CALCULATING THE DIFFERENTIALS

Using tr(AB) = tr(BA),

dnR̄
+
i =

1

σ̄2
tr

(
H̄H
in(Fi(δ

+
i ))−1H̄indn

(
Zin(δ+

i )Qn

))
− tr

(
(Zin(δ+

i ))
−1
dn(Zin(δ+

i ))
)
.

(26)

Using the facts that d(XY) = d(X)Y + Xd(Y), d(X−1) =
−X−1d(X)X−1 and tr(AB) = tr(BA), with some manipu-
lations, (26) can be rewritten as (16).
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