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#### Abstract

In this article, we introduce iterative deterministic equivalents as a novel technique for the performance analysis of communication systems whose channels are modeled by complex combinations of independent random matrices. This technique extends the deterministic equivalent approach for the study of functionals of large random matrices to a broader class of random matrix models which naturally arise as channel models in wireless communications. We present two specific applications: First, we consider a multi-hop amplify-and-forward (AF) MIMO relay channel with noise at each stage and derive deterministic approximations of the mutual information after the $K$ th hop. Second, we study a MIMO multiple access channel (MAC) where the channel between each transmitter and the receiver is represented by the double-scattering channel model. We provide deterministic approximations of the mutual information, the signal-to-interference-plus-noise ratio (SINR) and sum-rate with minimum-mean-square-error (MMSE) detection and derive the asymptotically optimal precoding matrices. In both scenarios, the approximations can be computed by simple and provably converging fixed-point algorithms and are shown to be almost surely tight in the limit when the number of antennas at each node grows infinitely large. Simulations suggest that the approximations are accurate for realistic system dimensions. The technique of iterative deterministic equivalents can be easily extended to other channel models of interest and is, therefore, also a new contribution to the field of random matrix theory.
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## I. INTRODUCTION

Since the pioneering work of Tse and Hanly [1] on the capacity of code division multiple access (CDMA) technologies assuming long spreading sequences, the theory of large dimensional random matrices (RMT) has drawn an increasing interest from researchers in wireless communications and related fields [2], [3]. RMT is in particular convenient for the study of multiple-input multiple-output (MIMO) channels [4], [5], (random) linear precoders [1], [6], [7], multi-user systems [8], [9], multi-cellular systems [10], [11], [12], etc. In the early contributions, it was systematically assumed that the dimensions of the system under study could grow infinitely large and that the system performance admitted a deterministic limit that RMT can provide [1], [4], [13]. It then became rapidly clear that, for most systems of practical interest, either the former assumption is not natural or the latter condition is not met. However, even for systems of large but finite size, the inherently random performance (e.g. instantaneous mutual information, signal-to-interference-plus-noise ratio (SINR)), can often be well approximated by deterministic quantities. Such quantities are called deterministic equivalents, and can be derived by various techniques, such as the Stieltjes transform method [5], [14], the Gaussian method [15], [16], or the replica method [17], [18].

Deterministic equivalents are convenient to study the performance of wireless communication systems when a single system parameter can be modeled by a random matrix, e.g. the fading channel or the spreading codes. In order to tackle the performance analysis of more complex systems, such as multihop communications, random beamforming over random fading channels, or double-scattering channels, it is necessary to extend the notion of deterministic equivalents. In the present article, which is inspired by the original idea of [7], where the performance of random isometric precoders over random fading channels is analyzed, we develop a systematic approach to generalize deterministic equivalents to iterative deterministic equivalents. To this end, we introduce a generic definition of deterministic equivalents of functionals of random matrices, which we extend, based on the Fubini theorem [19], to a definition of iterative deterministic equivalents.

As application examples, we then provide deterministic equivalents of the mutual information of the multi-hop amplify-and-forward (AF) MIMO relay channel [20], [21], [22] (Section III-A) and of the ergodic capacity as well as the sum-rate with minimum-mean-square-error (MMSE) detection of doublescattering multiple access channels (MACs) [23], [24] (Section III-B). An overview of related research to both topics is provided in the respective sections. Our analysis is based on the Stieltjes transform method, documented in detail in [3].

The remainder of this article is structured as follows. In Section II, we recall the fundamentals
of deterministic equivalents in RMT and develop the notion of iterative deterministic equivalents. In Section III, we study applications of iterative deterministic equivalents to the performance analysis of multi-hop relay channels and double-scattering MACs. The paper is concluded with Section IV. All proofs, related results, and some exemplary Matlab codes are provided in the appendices.

Notations: Boldface lower and upper case symbols represent vectors and matrices, respectively. $\mathbf{I}_{N}$ is the $\operatorname{size}-N$ identity matrix and $\operatorname{diag}\left(x_{1}, \ldots, x_{N}\right)$ is a diagonal matrix with elements $x_{i}$. The trace, transpose, and Hermitian transpose operators are denoted by $\operatorname{tr}(\cdot),(\cdot)^{\mathrm{T}}$, and $(\cdot)^{\mathrm{H}}$, respectively. The spectral norm of a matrix $\mathbf{A}$ is denoted by $\|\mathbf{A}\|$, and, for two matrices $\mathbf{A}$ and $\mathbf{B}$, the notation $\mathbf{A} \succ \mathbf{B}$ means that $\mathbf{A}-\mathbf{B}$ is positive-definite. For a vector $\mathbf{x}=\left[x_{1} \ldots x_{N}\right]^{\top}, \mathbf{x} \geq 0$ denotes $x_{i} \geq 0$ for all $i$. The notations $\Rightarrow$ and $\xrightarrow{\text { a.s. }}$ denote weak and almost sure convergence, respectively. We use $\mathcal{C N}(\mathbf{m}, \mathbf{R})$ to denote the circular symmetric complex Gaussian distribution with mean $\mathbf{m}$ and covariance matrix $\mathbf{R}$. We denote by $\mathbb{R}^{+}$the set $[0, \infty)$, by $\mathbb{R}^{-}$the set $(-\infty, 0]$, and by $\mathbf{i}=\sqrt{-1}$. $\mathbb{1}_{A}(x)$ is the indicator function, i.e., $\mathbb{1}_{A}(x)=1$ iff $x \in A$ and $\mathbb{1}_{A}(x)=0$ otherwise. $\mathbb{E}[\cdot]$ denotes the expectation operator. For $\left(a_{n}\right)_{n \geq 1}$ and $\left(b_{n}\right)_{n \geq 1}$ two sequences of random variables, we denote $a_{n} \asymp b_{n}$ the equivalence relation $a_{n}-b_{n} \xrightarrow{\text { a.s. }} 0$ for $n \rightarrow \infty$.

## II. ITERATIVE DETERMINISTIC EQUIVALENTS

In this section, we will first recall the notion of deterministic equivalents in probability theory before we explain their connections to RMT and the performance analysis of communication systems. We will then introduce the Fubini theorem, which is the key ingredient to extend classical deterministic equivalents to iterative deterministic equivalents.

## A. Deterministic equivalents and random matrices

Definition 1: Consider the probability space $(\Omega, \mathcal{F}, P)$. Let $\left(f_{n}\right)_{n \geq 1}$ be a series of measurable complexvalued functions, $f_{n}: \Omega \times \mathbb{C} \rightarrow \mathbb{C}$, and let $\left(g_{n}\right)_{n \geq 1}$ be a series of complex-valued functions, $g_{n}: \mathbb{C} \rightarrow \mathbb{C}$. Then $\left(g_{n}\right)_{n \geq 1}$ is a deterministic equivalent of $\left(f_{n}\right)_{n \geq 1}$ on $D \subset \mathbb{C}$, if there exists a set $A \subset \Omega$ with $P(A)=1$, such that

$$
f_{n}(\omega, z)-g_{n}(z) \xrightarrow[n \rightarrow \infty]{ } 0
$$

for all $\omega \in A$ and for all $z \in D$.
Otherwise stated, a deterministic equivalent for $\left(f_{n}\right)_{n \geq 1}$ is a series $\left(g_{n}\right)_{n \geq 1}$ such that $g_{n}(z)$ approximates $f_{n}(\omega, z)$ arbitrarily closely as $n$ grows, for every $z \in D$ and almost every $\omega$. In particular, if
$\left(f_{n}\right)_{n \geq 1}$ converges almost surely to a limiting function $f$, i.e., for all $(\omega, z) \in A \times D$ with $A \subset \Omega$, $P(A)=1$ and $D \subset \mathbb{C}$, we have

$$
\begin{equation*}
f_{n}(\omega, z) \underset{n \rightarrow \infty}{\longrightarrow} f(z) \tag{1}
\end{equation*}
$$

then $\left(g_{n}\right)_{n \geq 1}$ defined by $g_{n}=f$, for all $n$, is also a deterministic equivalent of $\left(f_{n}\right)_{n \geq 1}$. In many cases, one can further show that $\int_{\Omega} f_{n}(\omega, z) d P(\omega)-g_{n}(z) \underset{n \rightarrow \infty}{\longrightarrow} 0$. Thus $g_{n}$ is also an approximation of the expected value of $f_{n}$.

In the context of large dimensional random matrix theory, one often considers random matrices $\mathbf{H}_{n} \in$ $\mathbb{C}^{N \times n}$ of growing dimensions $N, n \rightarrow \infty$, where in general $N / n=c_{n}$ is such that

$$
\begin{equation*}
0<\liminf c_{n} c_{n} \leq \limsup c_{n} c_{n}<\infty . \tag{2}
\end{equation*}
$$

This simply states that $c_{n}$ is bounded so that the ratio $N / n$ of the matrix dimensions is never too close to zero or infinity. Formally, to be in line with Definition 1, we will define random matrices in the following as series $\left(\mathbf{H}_{n}\right)_{n \geq 1}=\left(\mathbf{H}_{n}(\omega)\right)_{n \geq 1}$ of matrices with growing dimensions which are defined on a probability space $(\Omega, \mathcal{F}, P)$, where every $\omega \in \Omega$ generates the whole sequence $\left(\mathbf{H}_{n}(\omega)\right)_{n \geq 1}$ and not only a single matrix $\mathbf{H}_{n}(\omega)$.

In wireless communications, one is often interested in the behavior of functionals $f_{n}\left(\mathbf{H}_{n}, z\right)$, where $\mathbf{H}_{n} \in \mathbb{C}^{N \times n}$ is a matrix describing the input-output relation of a wireless channel. In particular, $f_{n}\left(\mathbf{H}_{n}, z\right)=\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+z \mathbf{H}_{n} \mathbf{H}_{n}^{\mathrm{H}}\right), z \in \mathbb{R}^{+}$, is the (normalized) mutual information of the MIMO channel $\mathbf{H}_{n}$ between an $n$-antenna transmitter and an $N$-antenna receiver at signal-to-noise ratio (SNR) $z$. Other quantities of interest are the SINR with linear detectors or precoders and the associated rates. The goal of a large system analysis based on RMT is to provide deterministic approximations of these random quantities, which become arbitrarily tight as the system dimensions grow. Thus, deterministic equivalents provide a deterministic abstraction of the physical layer. This is particularly interesting for complex channel models which are intractable by exact analysis.

Deterministic equivalents for functionals of large dimensional random matrices have been considered for a wide range of communication channel models. For instance, in [5], a deterministic equivalent for the ergodic mutual information of the Rician fading channel model $\mathbf{H}_{n}=\mathbf{X}_{n}+\mathbf{A}_{n}$ is provided, where $\mathbf{X}_{n} \in \mathbb{C}^{N \times n}$ has independent entries with zero mean and a variance profile $\mathbb{E}\left[\left|\left(\mathbf{X}_{n}\right)_{i j}\right|^{2}\right]=\sigma_{n, i j}^{2}$, and $\mathbf{A}_{n} \in \mathbb{C}^{N \times n}$ is a deterministic matrix. In [25], the deterministic equivalent of [5] is used to determine an asymptotically tight approximation of the ergodic capacity achieving input covariance matrix for the MIMO Rician fading channel. Deterministic equivalents were then extended to broader classes of wireless channel models, such as the capacity of the frequency-selective MIMO channel [15], the MIMO MAC
with Kronecker correlation [14] and the sum rate capacity of linearly precoded broadcast channels under imperfect channel state information [9]. The application of such techniques is therefore very broad as it can simplify the difficult study of communication channels with a various number of random parameters (random channels, unitary precoders, path loss, etc.). Moreover, deterministic equivalents can be used to compute approximate solutions of otherwise intractable optimization problems [12], [9], [25].

All of the works mentioned above consider deterministic equivalents for random matrix models created from sums of independent random matrices. In many cases of practical interest, it is however necessary to consider more complex combinations of matrices, such as products or sums of products. These include for example the multi-hop relay channel (Section III-A) as well as the double-scattering channel model [23] (Section III-B). Another recent example is [7], which considers random beamforming over fading channels, i.e., both the precoding and the channel matrices are assumed to be random. In this work, the authors derive deterministic equivalents of the mutual information and of the SINR with MMSE detection with respect to the random precoding matrices for quasi-static channels. Then, a second set of deterministic equivalents is found, treating both precoders and channel matrices as random. This technique relies on a fundamental result of probability theory, the Fubini theorem. In this article, we explain this approach in detail and generalize it to the new notion of iterative deterministic equivalents.

## B. The Fubini theorem

Theorem 1 ([19]): Let $(\Omega, \mathcal{F}, P)$ and $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, P^{\prime}\right)$ be two probability spaces. Denote $\left(\Omega \times \Omega^{\prime}, \mathcal{F} \times \mathcal{F}^{\prime}, Q\right)$ their product space. Let $f: \Omega \times \Omega^{\prime} \rightarrow \mathbb{R}$ be $\left(\mathcal{F} \times \mathcal{F}^{\prime}\right)$-integrable. Then

$$
\begin{aligned}
\int_{\Omega \times \Omega^{\prime}} f\left(\omega, \omega^{\prime}\right) d Q\left(\omega, \omega^{\prime}\right) & =\int_{\Omega}\left[\int_{\Omega^{\prime}} f\left(\omega, \omega^{\prime}\right) d P^{\prime}\left(\omega^{\prime}\right)\right] d P(\omega) \\
& =\int_{\Omega^{\prime}}\left[\int_{\Omega} f\left(\omega, \omega^{\prime}\right) d P(\omega)\right] d P^{\prime}\left(\omega^{\prime}\right) .
\end{aligned}
$$

In particular, consider a set $A \in \mathcal{F} \times \mathcal{F}^{\prime}$. Then, we have from Theorem 1 that

$$
\begin{align*}
Q(A) & =\int_{\Omega \times \Omega^{\prime}} \mathbb{1}_{A}\left(\omega, \omega^{\prime}\right) d Q\left(\omega, \omega^{\prime}\right) \\
& =\int_{\Omega^{\prime}}\left[\int_{\Omega} \mathbb{1}_{A}\left(\omega, \omega^{\prime}\right) d P(\omega)\right] d P^{\prime}\left(\omega^{\prime}\right) . \tag{3}
\end{align*}
$$

Equation (3) is the core ingredient for the definition of iterative deterministic equivalents: Let $\left(\mathbf{H}_{n}(\omega)\right)_{n \geq 1}$ and $\left(\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right)_{n \geq 1}$ be two series of random matrices generated by the spaces $(\Omega, \mathcal{F}, P)$ and $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, P^{\prime}\right)$, respectively. As in Theorem 1, call $Q$ the product-space measure. Let $f_{n}\left(\left(\mathbf{H}_{n}(\omega), \mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right), z\right)$ be a
functional of the matrices $\mathbf{H}_{n}(\omega)$ and $\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)$. Assume that there is a function $\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega)\right.$, $\left.z\right)$, such that, for each $\omega \in A \subset \Omega$ with $P(A)=1$, there exists a subset $B(\omega) \subset \Omega^{\prime}$ with $P^{\prime}(B(\omega))=1$, on which

$$
\begin{equation*}
f_{n}\left(\left(\mathbf{H}_{n}(\omega), \mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right), z\right)-\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right) \rightarrow 0 \tag{4}
\end{equation*}
$$

Although $\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right)$ is a random function (as it depends on $\omega$ ), it is independent of $\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)$. Thus, we can see $\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right)$ as a deterministic equivalent of $f_{n}\left(\left(\mathbf{H}_{n}(\omega), \mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right), z\right)$ with respect to $\left(\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right)_{n \geq 1}$. Now, let us assume that there is a second function $g_{n}(z)$, such that for $\omega \in C \subset \Omega$ with $P(C)=1$,

$$
\begin{equation*}
\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right)-g_{n}(z) \rightarrow 0 \tag{5}
\end{equation*}
$$

Call $D=\left\{\left(\omega, \omega^{\prime}\right): \omega \in A \cap C, \omega^{\prime} \in B(\omega)\right\} \subset \Omega \times \Omega^{\prime}$, the space on which $f_{n}\left(\left(\mathbf{H}_{n}, \mathbf{H}_{n}^{\prime}\right), z\right)-g_{n}(z) \rightarrow 0$. Then, from (3), this space has probability

$$
\begin{align*}
Q(D) & =\int_{\Omega}\left[\int_{\Omega^{\prime}} \mathbb{1}_{D}\left(\omega, \omega^{\prime}\right) d P^{\prime}\left(\omega^{\prime}\right)\right] d P(\omega) \\
& \stackrel{(a)}{\geq} \int_{A \cap C}\left[\int_{B(\omega)} \mathbb{1}_{D}\left(\omega, \omega^{\prime}\right) d P^{\prime}\left(\omega^{\prime}\right)\right] d P(\omega) \\
& \stackrel{(b)}{=} \int_{A \cap C} d P(\omega) \\
& \stackrel{(c)}{=} 1 \tag{6}
\end{align*}
$$

where $(a)$ is due to $A \cap B \subset \Omega$ and $B(\omega) \subset \Omega^{\prime},(b)$ follows since $P^{\prime}(B(\omega))=1$ for $\omega \in A$ and (c) holds since $P(A \cap C)=P(A)+P(C)-P(A \cup C)=1$.

To summarize, if a deterministic equivalent $g_{n}$ exists for a functional $f_{n}$ of a random series $\left(\mathbf{H}_{n}^{\prime}\right)_{n \geq 1}$ and a deterministic series $\left(\mathbf{H}_{n}\right)_{n \geq 1}$ of matrices, and if additionally it can be proved that this deterministic equivalent holds true for almost every such $\left(\mathbf{H}_{n}\right)_{n \geq 1}$ generated by a space $\Omega$, then the latter is also a deterministic equivalent for the random series $\left(\left(\mathbf{H}_{n}, \mathbf{H}_{n}^{\prime}\right)\right)_{n \geq 1}$.

This is the mathematical key idea behind our method to derive iterative deterministic equivalents of functionals $f_{n}\left(\left(\mathbf{H}_{n}(\omega), \mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right), z\right)$, of two (or more) random matrices. First, one considers one of the sequences of random matrices, e.g. $\left(\mathbf{H}_{n}(\omega)\right)_{n \geq 1}$, to be deterministic and derives a deterministic equivalent with respect to $\left(\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)\right)_{n \geq 1}$. In the example above, this was the role of the functional $\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right)$ which is independent of $\mathbf{H}_{n}^{\prime}\left(\omega^{\prime}\right)$. In a second step, one assumes the matrices $\left(\mathbf{H}_{n}(\omega)\right)_{n \geq 1}$ to be random and derives an iterative deterministic equivalent $g_{n}(z)$ of $\tilde{g}_{n}\left(\mathbf{H}_{n}(\omega), z\right)$. Of course, this procedure can be carried out for any finite number of random matrices where in each step the "randomness" related to one of the matrices is removed. From the above construction, we will call $\left(g_{n}\right)_{n \geq 1}$ an iterative deterministic equivalent.


Fig. 1. Multi-hop amplify-and-forward MIMO relay channel.

In the next section, we present two specific examples of iterative deterministic equivalents with applications to the capacity of multi-hop MIMO relay and double-scattering channels. From now on, all matrices and vectors should be understood as sequences of matrices and vectors with growing dimensions. For notational convenience, we drop the index $n$, e.g. we write $\mathbf{H}$ instead of $\left(\mathbf{H}_{n}\right)_{n \geq 1}$.

## III. Applications

## A. Multi-hop relay channel

Consider a multi-hop AF MIMO relay channel where a source node communicates via $K-1$ relays with a destination node. There is no direct link between the source and the destination and each relay can only receive data from the preceding hop. This is for example the case if the nodes follow a time-division multiple-access (TDMA) protocol where only one node is transmitting at any given time and the path loss between relay $k$ and $k-2$ is large. Thus each data symbol reaches the destination after $K$ channel uses. The source and destination are respectively equipped with $n$ and $n_{K}$ antennas while the $k$ th relay has $n_{k}$ antennas. The relays operate an AF-protocol where each node simply transmits a scaled version of its received signal to the next hop. We will consider a large system limit where $n, n_{1}, \ldots, n_{K}$ grow infinitely large at the same speed. Define the following quantities:

$$
\begin{align*}
& c_{1}=\frac{n}{n_{1}} \\
& c_{k}=\frac{n_{k-1}}{n_{k}}, \quad k=2, \ldots, K \tag{7}
\end{align*}
$$

The notation " $n \rightarrow \infty$ " must be understood from now on as $n \rightarrow \infty$, such that $0<\liminf _{n} c_{k} \leq$ $\lim \sup _{n} c_{k}<\infty$ for all $k$. We denote $\mathbf{y}_{k} \in \mathbb{C}^{n_{k}}$ the received base-band signal vector at the $k$ th hop,
given by

$$
\begin{align*}
& \mathbf{y}_{1}=\sqrt{\alpha_{1}} \mathbf{H}_{1} \sqrt{\frac{\beta_{0}}{n}} \mathbf{x}+\mathbf{n}_{1} \\
& \mathbf{y}_{k}=\sqrt{\alpha_{k}} \mathbf{H}_{k} \sqrt{\frac{\beta_{k-1}}{n_{k-1}}} \mathbf{y}_{k-1}+\mathbf{n}_{k}, \quad k=2, \ldots, K \tag{8}
\end{align*}
$$

where $\mathbf{H}_{k} \in \mathbb{C}^{n_{k} \times n_{k-1}}$ is a standard complex Gaussian matrix ${ }^{1}$ (let $n_{0} \triangleq n$ ), $\mathbf{x} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{n}\right)$ is the channel input vector, $\mathbf{n}_{k} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{n_{k}}\right)$ is a noise vector, $\alpha_{k}$ is a path loss factor, and the parameter $\beta_{k}$ is chosen to normalize the transmit power of the $k$ th node according to its power budget $\rho_{k}>0$, i.e.,

$$
\begin{align*}
\beta_{0} & =\frac{\rho_{0}}{\frac{1}{n} \operatorname{tr} \mathbb{E}\left[\mathbf{x x}^{\mathrm{H}}\right]}=\rho_{0} \\
\beta_{k} & =\frac{\rho_{k}}{\frac{1}{n_{k}} \operatorname{tr} \mathbb{E}\left[\mathbf{y}_{k} \mathbf{y}_{k}^{\mathbf{H}}\right]}, \quad k=1, \ldots, K-1 . \tag{9}
\end{align*}
$$

The expectation in the last equation is with respect to the transmit and noise vectors only. ${ }^{2}$ The channel matrices $\mathbf{H}_{k}$ and path loss factors $\alpha_{k}$ are assumed to be known to the relays and the destination. Since the received signal at each relay is corrupted by noise, the system suffers from noise accumulation. This is in addition to the linear rate loss $\frac{1}{K}$ related to the TDMA protocol. Thus, the capacity decreases quickly with the number of hops $K$. Note that our system model is different from existing works which consider either no noise [26], or noise only at the destination [22]. An exception is [27], in which the authors consider a similar system model, but do not provide closed-form expressions of the asymptotic mutual information. Several other works deal with the asymptotic capacity of the dual-hop relay channel [28], [29]. Recently, an exact expression of the mutual information of the dual-hop channel for finite channel dimensions was derived in [30]. Here, we will provide an explicit deterministic equivalent of the mutual information at each relay for the general model (8).

Let us introduce the following, recursively defined matrices $\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$ :

$$
\begin{align*}
\mathbf{R}_{0} & =\mathbb{E}\left[\mathbf{x x}^{\mathbf{H}}\right]=\mathbf{I}_{n} \\
\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right) & =\mathbb{E}\left[\mathbf{y}_{k} \mathbf{y}_{k}^{\mathrm{H}}\right]=\mathbf{I}_{n_{k}}+\frac{\alpha_{k} \beta_{k-1}}{n_{k-1}} \mathbf{H}_{k} \mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right) \mathbf{H}_{k}^{\mathrm{H}}, \quad k=1, \ldots, K \tag{10}
\end{align*}
$$

and the functionals $\mathcal{J}_{k}\left(x, \boldsymbol{\beta}_{k-1}\right), x>0$, which are defined as

$$
\begin{equation*}
\mathcal{J}_{k}\left(x, \boldsymbol{\beta}_{k-1}\right)=\frac{1}{n_{k}} \log \operatorname{det}\left(\mathbf{I}_{n_{k}}+x \frac{\alpha_{k} \beta_{k-1}}{n_{k-1}} \mathbf{H}_{k} \mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right) \mathbf{H}_{k}^{H}\right), \quad k=1, \ldots, K \tag{11}
\end{equation*}
$$

[^0]where $\boldsymbol{\beta}_{k}=\left[\beta_{0}, \cdots, \beta_{k}\right]$. With these definitions, we can express the normalized mutual information $\mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$ between $\mathbf{y}_{k}$ and $\mathbf{x}$ as
\[

$$
\begin{equation*}
\mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)=\frac{1}{K}\left(\mathcal{J}_{k}\left(1, \boldsymbol{\beta}_{k-1}\right)-\mathcal{J}_{k}\left(1, \boldsymbol{\beta}_{k-1}^{\prime}\right)\right) \tag{12}
\end{equation*}
$$

\]

where $\boldsymbol{\beta}_{k}^{\prime}=\left[0, \beta_{1}, \cdots, \beta_{k}\right]$. Next, we demonstrate by a simple example that (12) holds.

Example 1 (2-hop Relay-channel): The normalized mutual information $\mathcal{I}_{2}\left(\boldsymbol{\beta}_{1}\right)$ between $\mathbf{x}$ and the channel output after the second hop $\mathbf{y}_{2}$ is given as

$$
\begin{align*}
\mathcal{I}_{2}\left(\boldsymbol{\beta}_{1}\right) & =\frac{1}{K n_{2}} \log \operatorname{det}\left(\mathbf{I}_{n_{2}}+\left(\mathbf{I}_{n_{2}}+\frac{\alpha_{2} \beta_{1}}{n_{1}} \mathbf{H}_{2} \mathbf{H}_{2}^{\mathrm{H}}\right)^{-1} \frac{\alpha_{2} \beta_{1} \alpha_{1} \beta_{0}}{n_{1} n} \mathbf{H}_{2} \mathbf{H}_{1} \mathbf{H}_{1}^{\mathrm{H}} \mathbf{H}_{2}^{\mathrm{H}}\right) \\
& =\frac{1}{K n_{2}} \log \operatorname{det}\left(\mathbf{I}_{n_{2}}+\frac{\alpha_{2} \beta_{1}}{n_{1}} \mathbf{H}_{2}\left(\mathbf{I}_{n}+\frac{\alpha_{1} \beta_{0}}{n} \mathbf{H}_{1} \mathbf{H}_{1}^{\mathrm{H}}\right) \mathbf{H}_{2}^{\mathrm{H}}\right)-\frac{1}{K n_{2}} \log \operatorname{det}\left(\mathbf{I}_{n_{2}}+\frac{\alpha_{2} \beta_{1}}{n_{1}} \mathbf{H}_{2} \mathbf{H}_{2}^{\mathrm{H}}\right) \\
& =\frac{1}{K n_{2}} \log \operatorname{det}\left(\mathbf{I}_{n_{2}}+\frac{\alpha_{2} \beta_{1}}{n_{1}} \mathbf{H}_{2} \mathbf{R}_{1}\left(\beta_{0}\right) \mathbf{H}_{2}^{\mathrm{H}}\right)-\frac{1}{K n_{2}} \log \operatorname{det}\left(\mathbf{I}_{n_{2}}+\frac{\alpha_{2} \beta_{1}}{n_{1}} \mathbf{H}_{2} \mathbf{R}_{1}(0) \mathbf{H}_{2}^{\mathrm{H}}\right) \\
& =\frac{1}{K}\left(\mathcal{J}_{2}\left(1, \boldsymbol{\beta}_{1}\right)-\mathcal{J}_{2}\left(1, \boldsymbol{\beta}_{1}^{\prime}\right)\right) \tag{13}
\end{align*}
$$

In the following, we will derive deterministic equivalents $\overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$ of $\mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$. It will turn out that the recursive definition of the matrices $\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$ in (10) allows us to calculate iterative deterministic equivalents of the mutual information after each hop. This is achieved by treating the matrix $\mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right)$ as deterministic and deriving a deterministic equivalent of $\mathcal{J}_{K}\left(x, \boldsymbol{\beta}_{k-1}\right)$ with respect to the matrix $\mathbf{H}_{k}$. This process can be iterated for $\mathbf{R}_{k-2}\left(\boldsymbol{\beta}_{k-3}\right), \mathbf{R}_{k-3}\left(\boldsymbol{\beta}_{k-4}\right), \ldots$ and $\mathbf{H}_{k-1}, \mathbf{H}_{k-2}, \ldots$ until the deterministic matrix $\mathbf{R}_{0}$ is reached. Before we address this problem, we will derive deterministic equivalents $\bar{\beta}_{k}$ of the power normalization factors $\beta_{k}$ :

Lemma 1 (Asymptotic power normalization): Let $\beta_{0}=\bar{\beta}_{0}=\rho_{0}$. Then,

$$
\beta_{k} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \bar{\beta}_{k}=\frac{\rho_{k}}{1+\alpha_{k} \rho_{k-1}}, \quad k=1, \ldots, K-1
$$

Proof: Recall the definition of $\beta_{k}=\frac{\rho_{k}}{\frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k}}$, where $\mathbf{R}_{k}=\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$. For $k \geq 1$, we have

$$
\begin{align*}
\frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k} & =1+\frac{\alpha_{k} \beta_{k-1}}{n_{k} n_{k-1}} \operatorname{tr} \mathbf{H}_{k} \mathbf{R}_{k-1} \mathbf{H}_{k}^{\mathrm{H}} \\
& \stackrel{(a)}{=} 1+\alpha_{k} \beta_{k-1} \frac{1}{n_{k}} \sum_{j=1}^{n_{k}} \frac{1}{n_{k-1}} \tilde{\mathbf{h}}_{k, j}^{\mathrm{H}} \mathbf{R}_{k-1} \tilde{\mathbf{h}}_{k, j} \\
& \stackrel{(b)}{=} 1+\alpha_{k} \frac{\rho_{k-1}}{\frac{1}{n_{k-1}} \operatorname{tr} \mathbf{R}_{k-1}} \frac{1}{n_{k-1}} \operatorname{tr} \mathbf{R}_{k-1} \\
& =1+\alpha_{k} \rho_{k-1} \tag{14}
\end{align*}
$$

where $(a)$ is obtained by denoting $\tilde{\mathbf{h}}_{k, j} \in \mathbb{C}^{n_{k-1}}$ the $j$ th row vector of $\mathbf{H}_{k}$ and (b) is due to Lemma 2 and Lemma 6 in Appendix A and the definition of $\beta_{k-1}$. By the continuous mapping theorem [31], we finally have

$$
\begin{equation*}
\beta_{k}=\frac{\rho_{k}}{\frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k}} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \frac{\rho_{k}}{1+\alpha_{k} \rho_{k-1}} . \tag{15}
\end{equation*}
$$

In the next theorem, we will build upon Lemma 1, and provide deterministic equivalents of $\mathcal{J}_{k}\left(x, \boldsymbol{\beta}_{k}\right)$.
Theorem 2: For $k \in\{1, \ldots, K\}$, let $\boldsymbol{\beta}_{k-1}=\left[\beta_{0} \cdots \beta_{k-1}\right] \geq 0$ be a sequence of random vectors, indexed by $n$, and $\overline{\boldsymbol{\beta}}_{k-1}=\left[\bar{\beta}_{0} \cdots \bar{\beta}_{k-1}\right] \geq 0$ be deterministic, such that $\beta_{i} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \bar{\beta}_{i}$ for $i=0, \ldots, k-1$. Then,

$$
\mathcal{J}_{k}\left(x, \boldsymbol{\beta}_{k-1}\right)-\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0
$$

where $\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$ is recursively defined for $k \geq 2$ as

$$
\begin{gathered}
\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)=c_{k} \overline{\mathcal{J}}_{k-1}\left(\frac{x \alpha_{k} \bar{\beta}_{k-1}}{c_{k}+x \alpha_{k} \bar{\beta}_{k-1}+\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}, \overline{\boldsymbol{\beta}}_{k-1}\right)+c_{k} \log \left(1+\frac{x \alpha_{k} \beta_{k-1}}{c_{k}+\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}\right) \\
+\log \left(1+\frac{\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k}}\right)-\frac{\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k}+\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}
\end{gathered}
$$

and $\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$ for $k \geq 0$ is given by Theorem 3. The initial value $\overline{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)$ is given in closed form:

$$
\overline{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)=c_{1} \log \left(1+\frac{x \alpha_{1} \bar{\beta}_{0}}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}\right)+\log \left(1+\frac{\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}{c_{1}}\right)-\frac{\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)} .
$$

Proof: The proof is provided in Appendix B.

Theorem 2 allows us to compute the quantities $\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$ recursively for any desired relay node $k$. The values of $\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$, needed at each stage, can also be calculated in a recursive manner as shown in the next theorem.

Theorem 3: For $k \in\{1, \ldots, K-1\}$, let $\boldsymbol{\beta}_{k}=\left[\beta_{0} \cdots \beta_{k}\right] \geq 0$ be a sequence of random vectors, indexed by $n$, and $\overline{\boldsymbol{\beta}}_{k}=\left[\bar{\beta}_{0} \cdots \bar{\beta}_{k}\right] \geq 0$ be deterministic, such that $\beta_{i} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \bar{\beta}_{i}$ for $i=0, \ldots, k$. Let $x>0$ and denote by $m_{k}\left(x, \boldsymbol{\beta}_{k}\right)=\frac{1}{n_{k+1}} \operatorname{tr}\left(\alpha_{k+1} \beta_{k} \frac{1}{n_{k}} \mathbf{H}_{k+1} \mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right) \mathbf{H}_{k+1}^{H}+\frac{1}{x} \mathbf{I}_{n_{k+1}}\right)^{-1}$. Then,

$$
m_{k}\left(x, \boldsymbol{\beta}_{k}\right)-\bar{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0
$$

where $\bar{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$ is recursively defined for $k \geq 1$ as

$$
\bar{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{x c_{k+1}}{c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}
$$

and $\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$ is given as the unique positive solution to the following fixed point equation

$$
\begin{aligned}
\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)= & c_{k+1}\left(c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right) \\
& \quad-\frac{c_{k+1}\left(c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right)^{2}}{x \alpha_{k+1} \bar{\beta}_{k}} \bar{m}_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}, \overline{\boldsymbol{\beta}}_{k-1}\right) .
\end{aligned}
$$

The initial values $\bar{m}_{0}\left(x, \bar{\beta}_{0}\right)$ and $\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)$ are given in closed form:

$$
\begin{aligned}
& \bar{m}_{0}\left(x, \bar{\beta}_{0}\right)=\frac{c_{1}}{\frac{\alpha_{1} \bar{\beta}_{0}}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}+\frac{1}{x}}+\left(1-c_{1}\right) x \\
& \bar{e}_{0}\left(x, \bar{\beta}_{0}\right)=-\frac{x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}}{2}+\frac{\sqrt{\left(x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}\right)^{2}+4 x \alpha_{1} \bar{\beta}_{0} c_{1}^{2}}}{2}
\end{aligned}
$$

Proof: The proof is provided in Appendix C.

Remark 3.1: The quantity $m_{k}\left(x, \boldsymbol{\beta}_{k}\right)$ can be seen as the Stieltjes transform [3] of the empirical spectral distribution (e.s.d.) of the matrix $\alpha_{k+1} \beta_{k} \frac{1}{n_{k}} \mathbf{H}_{k+1} \mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right) \mathbf{H}_{k+1}^{\mathrm{H}}$ evaluated at $-\frac{1}{x}$. One can further show that Theorem 3 implies the weak convergence of the e.s.d. $\alpha_{k+1} \beta_{k} \frac{1}{n_{k}} \mathbf{H}_{k+1} \mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right) \mathbf{H}_{k+1}^{\mathrm{H}}$ to a distribution function, whose Stieltjes transform is given by $\bar{m}_{k}$, for almost every $\mathbf{H}_{1}, \ldots, \mathbf{H}_{K}$.

Applying Theorem 2 and Lemma 1 to (12) yields the following corollary which provides a deterministic equivalent of the mutual information $\mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$ :

Corollary 1 (Asymptotic mutual information of the K-hop AF MIMO Relay channel):

$$
\mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)-\overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s }} 0 \quad k=1, \ldots, K
$$

where

$$
\overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)=\frac{1}{K}\left(\overline{\mathcal{J}}_{k}\left(1, \overline{\boldsymbol{\beta}}_{k-1}\right)-\overline{\mathcal{J}}_{k}\left(1, \overline{\boldsymbol{\beta}}_{k-1}^{\prime}\right)\right)
$$

with $\overline{\boldsymbol{\beta}}_{k-1}=\left[\bar{\beta}_{0} \cdots \bar{\beta}_{k-1}\right], \overline{\boldsymbol{\beta}}_{k-1}^{\prime}=\left[0 \bar{\beta}_{1} \cdots \bar{\beta}_{k-1}\right]$ as given by Lemma 1, and $\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$ and $\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}^{\prime}\right)$ as given by Theorem 2 .

Remark 3.2: The values of $\overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$ can be very easily numerically computed. We provide the Matlab code which was used to generate the numerical results in this section in Appendix J. Due to the recursive
implementation, the computational complexity grows quickly with $k$. Calculating $\overline{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$ with high precision for large values of $k$ ( $>10$ ) seems therefore impractical.

We would now like to verify our analysis by some numerical results. To this end, we consider a system with three relays, i.e., $K=4$. We assume $n=n_{4}=4, n_{1}=n_{3}=8, n_{2}=12, \rho_{1}=\rho_{3}=0.7 \rho_{0}$ and $\rho_{2}=0.5 \rho_{0}$. The last assumption allows us to control the transmit power of all nodes by the transmit SNR $\rho_{0}$ of the source node. We further assume the path loss factors $\alpha_{1}=1, \alpha_{2}=\alpha_{4}=0.7, \alpha_{3}=0.5$. Fig. 2 shows the average normalized mutual information $\mathbb{E}\left[\frac{n_{k}}{n} \mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)\right]$ after each hop ( $k=1, \ldots, 4$ ) versus the transmit power $\rho_{0}$ of the source node. Note that we have re-normalized all results by $\frac{n_{k}}{n}$ to put them on a common ground for comparison. The deterministic equivalents $\frac{n_{k}}{n} \overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$ as provided by Corollary 1 are drawn by solid lines, simulation results are represented by markers. The error bars represent one standard deviation of the simulation results in each direction. We can observe a very good fit between the asymptotic approximations and the simulation results for all $k$ and the entire range of $\rho_{0}$. As expected, the performance decreases rapidly with each hop.

Finally, we would like to remark that, although we have considered a rather simple channel model with neither antenna correlation nor precoding at the nodes, more involved channel models can be treated in a straightforward fashion with the same techniques.

## B. Double-scattering MAC

Consider a discrete-time MIMO MAC from $K$ transmitters, equipped with $n_{k}, k=1, \ldots, K$, antennas, respectively, to a receiver with $N$ antennas. The channel output vector $\mathbf{y} \in \mathbb{C}^{N}$ reads

$$
\begin{equation*}
\mathbf{y}=\sum_{k=1}^{K} \mathbf{H}_{k} \mathbf{x}_{k}+\mathbf{n} \tag{16}
\end{equation*}
$$

where $\mathbf{H}_{k} \in \mathbb{C}^{N \times n_{k}}$ and $\mathbf{x}_{k} \in \mathbb{C}^{n_{k}}$ are the channel matrix and the transmit vector associated with the $k$ th transmitter, $\mathbf{n} \sim \mathcal{C N}\left(\mathbf{0}, \frac{1}{\rho} \mathbf{I}_{N}\right)$ is a noise vector and $\rho>0$ denotes the SNR. We assume Gaussian signaling, i.e., $\mathbf{x}_{k}=\left[x_{k, 1}, \ldots, x_{k, n_{k}}\right]^{\top} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{Q}_{k}\right)$, where $\mathbf{Q}_{k} \in \mathbb{C}^{n_{k} \times n_{k}}$. The channel matrices $\mathbf{H}_{k}$ are modeled by the double-scattering model [23]

$$
\begin{equation*}
\mathbf{H}_{k}=\frac{1}{\sqrt{N_{k} n_{k}}} \mathbf{R}_{k}^{\frac{1}{2}} \mathbf{W}_{1, k} \mathbf{S}_{k}^{\frac{1}{2}} \mathbf{W}_{2, k} \mathbf{T}_{k}^{\frac{1}{2}} \tag{17}
\end{equation*}
$$

where $\mathbf{R}_{k} \in \mathbb{C}^{N \times N}, \mathbf{S}_{k} \in \mathbb{C}^{N_{k} \times N_{k}}$ and $\mathbf{T}_{k} \in \mathbb{C}^{n_{k} \times n_{k}}$ are deterministic correlation matrices, while $\mathbf{W}_{1, k} \in \mathbb{C}^{N \times N_{k}}$ and $\mathbf{W}_{2, k} \in \mathbb{C}^{N_{k} \times n_{k}}$ are independent standard complex Gaussian matrices. Since the distributions of $\mathbf{W}_{1, k}$ and $\mathbf{W}_{2, k}$ are unitarily invariant, we can assume $\mathbf{S}_{k}=\operatorname{diag}\left(s_{k, 1}, \ldots, s_{k, N_{k}}\right)$ to be diagonal matrices, without loss of generality for the statistics of $\mathbf{y}$.


Fig. 2. Average normalized mutual information $\mathbb{E}\left[\frac{n_{k}}{n} \mathcal{I}_{k}\left(\boldsymbol{\beta}_{k-1}\right)\right]$ after the $k$ th hop versus the transmit SNR $\rho_{0}$ of the source node. The deterministic equivalents $\frac{n_{k}}{n} \overline{\mathcal{I}}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$ are drawn by solid lines, the simulation results by markers. The error bars correspond to one standard deviation of the simulation results in each direction.

The double-scattering model [23] was motivated by the observation of low-rank channel matrices, despite low antenna correlation at the transmitter and receiver, see e.g. [24], [32]. A special case of the double-scattering model is the keyhole channel [33], [34], which exhibits null antenna correlation, i.e., $\mathbf{R}_{k}=\mathbf{I}_{N}$ and $\mathbf{T}_{k}=n_{k}$ for all $k$, but only a single degree of freedom. The existence of such channels (under laboratory conditions) was confirmed by measurements in [34]. Several theoretical works have studied the double-scattering model so far. The authors of [35] derive capacity upper-bounds for the general model and a closed-form expression for the keyhole channel. An asymptotic study of the outage capacity of the multi-keyhole channel was presented in [36]. The diversity order of the double-scattering model was considered in [37] and it was shown that a MIMO system with $t$ transmit antennas, $r$ receive antennas and $s$ scatterers achieves the diversity of order $t r s / \max (t, r, s)$. A closed-from expression of the diversity-multiplexing trade-off (DMT) was derived in [38]. Beamforming along the strongest eigenmode over Rayleigh product MIMO channels, i.e., the double-scattering model without any form of correlation, was considered in [39]. Here, the authors derive exact expressions of the cumulative distribution function (cdf) and the probability density function (pdf) of the largest eigenvalue of the Gramian of the channel
matrix and compute closed-form results for the ergodic capacity, outage probability and SINR distribution. In a later paper [40], the MIMO MAC with double-scattering fading is analyzed. The authors obtain closed-form upper-bounds on the sum-capacity and prove that the transmitters should send their signals along the eigenvectors of the transmit correlation matrices in order to achieve capacity. Despite the significant interest in the double-scattering channel model, little work has been done to study its asymptotic performance when the channel dimensions grow large. We are only aware of [32], in which a model without transmit and receive correlation is studied relying on tools from free probability theory. Implicit expressions of the asymptotic mutual information and the SINR with MMSE detection are found therein.

In the following, we provide deterministic equivalents of the mutual information, the SINR with MMSEdetection and the associated sum-rate. In addition, we derive the precoders which maximize the deterministic equivalent of the mutual information and provide a simple algorithm for their computation. The key idea behind the following proofs is that the double-scattering channel can be interpreted as a Kronecker channel [14] with a random receive correlation matrix, which itself is modeled by the Kronecker model. This observation allows us to build upon [14] which provides an asymptotic analysis of the performance of Kronecker channels with deterministic correlation matrices (Theorem 9 in Appendix A). Based on the Fubini theorem, we extend this work by allowing the correlation matrices to be random. A similar technique can be applied to more involved channel models, such as channels with line-of-sight components or MIMO product channels with an arbitrary number of matrices.

Denote $I_{N}(\rho)$ the instantaneous normalized mutual information of the channel (16), defined as [41]

$$
\begin{equation*}
I_{N}(\rho)=\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \mathbf{H}_{k} \mathbf{Q}_{k} \mathbf{H}_{k}^{\mathrm{H}}\right) \tag{18}
\end{equation*}
$$

Moreover, denote $\gamma_{k, j}^{N}(\rho)$ the SINR at the output of the MMSE detector related to the transmit symbol $x_{k, j}$, given by [42]

$$
\begin{equation*}
\gamma_{k, j}^{N}(\rho)=\mathbf{h}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \mathbf{H}_{i} \mathbf{H}_{i}^{\mathrm{H}}-\mathbf{h}_{k, j} \mathbf{h}_{k, j}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{h}_{k, j} . \tag{19}
\end{equation*}
$$

We define the normalized sum-rate $R_{N}(\rho)$ with MMSE detection as

$$
\begin{equation*}
R_{N}(\rho)=\frac{1}{N} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}} \log \left(1+\gamma_{k, j}^{N}(\rho)\right) \tag{20}
\end{equation*}
$$

The notation " $N \rightarrow \infty$ " will be used to denote that $N$ and all $N_{k}, n_{k}$ grow infinitely large, satisfying $0<\liminf \frac{N_{k}}{N} \leq \limsup \frac{N_{k}}{N}<\infty$ and $0<\lim \inf \frac{n_{k}}{N} \leq \limsup \frac{n_{k}}{N}<\infty$. Additionally, we need the following technical assumption:

A 1: For all $k, \lim \sup _{N}\left\|\mathbf{R}_{k}\right\|<\infty, \lim \sup _{N}\left\|\mathbf{S}_{k}\right\|<\infty$ and $\lim \sup _{N}\left\|\mathbf{T}_{k} \mathbf{Q}_{k}\right\|<\infty$.

Remark 3.3: This assumption implies in particular that the antenna correlation at the transmitter and receiver side cannot grow with the system size, as it would be the case for very dense antenna arrays [43]. Amendments to relax this assumption can be made, following the work in [14]. Moreover, the last constraint, $\lim \sup _{N}\left\|\mathbf{T}_{k} \mathbf{Q}_{k}\right\|<\infty$, implies that no transmitter is allowed to focus an increasing amount of transmit power in a single direction.

Our first theorem introduces a set of $3 K$ implicit equations which uniquely determines some quantities $\left(g_{k}, \bar{g}_{k}, \delta_{k}\right)(1 \leq k \leq K)$. These will be needed later on to provide deterministic equivalents of $I_{N}(\rho)$, $\gamma_{k, j}^{N}\left(\sigma^{2}\right)$, and $R_{N}(\rho)$.

Theorem 4 (Fundamental equations): The following system of $3 K$ implicit equations in $\bar{g}_{k}, g_{k}$, and $\delta_{k}(1 \leq k \leq K):$

$$
\begin{align*}
& \bar{g}_{k}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\left(g_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& g_{k}=\frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} \delta_{k}}{1+\bar{g}_{k} s_{k, j} \delta_{k}}  \tag{21}\\
& \delta_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \frac{n_{i}}{N_{i}} \frac{\bar{g}_{i} g_{i}}{\delta_{i}} \mathbf{R}_{i}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}
\end{align*}
$$

has a unique solution satisfying $\bar{g}_{k}, g_{k}, \delta_{k}>0$ for all $k$ and $\rho>0$.
Proof: The proof is provided in Appendix D.

Remark 3.4: The values of $\bar{g}_{k}, g_{k}$, and $\delta_{k}$ can be computed by a standard fixed-point algorithm which iteratively computes (21), starting from some arbitrary initialization $\bar{g}_{k}^{(0)}, g_{k}^{(0)}, \delta_{k}^{(0)}>0$. This algorithm is proved to converge, generally terminates within a few iterations (depending on the system size and the desired accuracy), and does not pose any computational challenge.

The next theorem provides a deterministic equivalent of the (ergodic) mutual information based on the quantities $\left(g_{k}, \bar{g}_{k}, \delta_{k}\right)$ as provided by Theorem 4.

Theorem 5 (Mutual information): Assume that A $\mathbf{1}$ holds. Then,

$$
\begin{aligned}
\text { (i) } & I_{N}(\rho)-\bar{I}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 \\
\text { (ii) } & \mathbb{E}\left[I_{N}(\rho)\right]-\bar{I}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{ } 0
\end{aligned}
$$

where

$$
\begin{align*}
\bar{I}_{N}(\rho)= & \frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} g_{k}}{\delta_{k}} \mathbf{R}_{k}\right) \\
& +\frac{1}{N} \sum_{k=1}^{K}\left[\log \operatorname{det}\left(\mathbf{I}_{N_{k}}+\bar{g}_{k} \delta_{k} \mathbf{S}_{k}\right)+\log \operatorname{det}\left(\mathbf{I}_{n_{k}}+g_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\right)-2 n_{k} g_{k} \bar{g}_{k}\right] \tag{22}
\end{align*}
$$

and $g_{k}, \bar{g}_{k}, \delta_{k}$ are the unique positive solutions to (21).
Proof: The proof is provided in Appendix E.

The following result allows us to compute the asymptotically optimal precoding matrices $\mathbf{Q}_{k}$ which maximize $\bar{I}_{N}(\rho)$ under individual transmit power constraints.

Theorem 6 (Optimal power allocation): The solution to the following optimization problem:

$$
\begin{aligned}
\left(\overline{\mathbf{Q}}_{1}^{\star}, \ldots, \overline{\mathbf{Q}}_{K}^{\star}\right)= & \arg \max _{\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{k}} \bar{I}_{N}(\rho) \\
& \text { s.t. } \frac{1}{n_{k}} \operatorname{tr} \mathbf{Q}_{k} \leq P_{k} \forall k
\end{aligned}
$$

where $\bar{I}_{N}(\rho)$ is defined in Theorem 5, is given as $\overline{\mathbf{Q}}_{k}^{\star}=\mathbf{U}_{k} \overline{\mathbf{P}}_{k}^{\star} \mathbf{U}_{k}^{\mathrm{H}}$, where $\mathbf{U}_{k} \in \mathbb{C}^{n_{k} \times n_{k}}$ is defined by the spectral decomposition of $\mathbf{T}_{k}=\mathbf{U}_{k} \operatorname{diag}\left(t_{k, 1}, \ldots, t_{k, n_{k}}\right) \mathbf{U}_{k}^{\mathrm{H}}$ and $\overline{\mathbf{P}}_{k}^{\star}=\operatorname{diag}\left(\bar{p}_{k, 1}^{\star}, \ldots, \bar{p}_{k, n_{k}}^{\star}\right)$ is given by the water-filling solution:

$$
\begin{equation*}
\bar{p}_{k, j}^{\star}=\left(\mu_{k}-\frac{1}{g_{k}^{\star} t_{k, j}}\right)^{+} \tag{23}
\end{equation*}
$$

where $\mu_{k}$ is chosen to satisfy $\frac{1}{n_{k}} \operatorname{tr} \overline{\mathbf{P}}_{k}^{\star}=P_{k}$ and $g_{k}^{\star}$ is given by Theorem 4 for $\mathbf{Q}_{k}=\overline{\mathbf{Q}}_{k}^{\star}$.
Proof: The proof is provided in Appendix F.

Remark 3.5: The optimal power allocation matrices $\overline{\mathbf{P}}_{k}^{\star}$ can be calculated by the iterative water-filling Algorithm 1 (see [14, Remark 2] and [7, Remark 3] for a discussion on the convergence of this algorithm).

Remark 3.6: Denote by $\left(\mathbf{Q}_{1}^{\star}, \ldots, \mathbf{Q}_{K}^{\star}\right)$ the set of precoding matrices which maximize $\mathbb{E}\left[I_{N}(\rho)\right]$ for a given set of power constraints. If the condition $\lim \sup \left\|\mathbf{T}_{k} \mathbf{Q}_{k}^{\star}\right\|<\infty$ holds for all $k$, then $\mathbb{E}\left[I_{N}\left(\rho, \mathbf{Q}_{1}^{\star}, \ldots, \mathbf{Q}_{K}^{\star}\right)\right]-$ $\bar{I}_{N}\left(\rho, \overline{\mathbf{Q}}_{1}^{\star}, \ldots, \overline{\mathbf{Q}}_{K}^{\star}\right) \xrightarrow[N \rightarrow \infty]{ } 0$, by Theorem 5 and the strict concavity of $\bar{I}_{N}(\rho)$ and $I_{N}(\rho)$ in the matrices $\mathbf{Q}_{k}$. However, this condition is difficult to verify and is outside the scope of this paper. See [25] for such a technical discussion in the case of Rician fading channels.

Next, we provide deterministic equivalents of the $\operatorname{SINR} \gamma_{k, j}^{N}(\rho)$ at the output of the MMSE detector and the associated sum-rate $R_{N}(\rho)$.

```
Algorithm 1 Iterative water-filling algorithm
    Let \(\epsilon>0, n=0\) and \(\bar{p}_{k, j}^{\star, 0}=P_{k}\) for all \(k, j\).
```

    repeat
        For all \(k\), compute \(g_{k}^{\star, n}\) according to Theorem 4 with matrices \(\mathbf{Q}_{k}=\mathbf{U}_{k} \operatorname{diag}\left(\bar{p}_{k, j}^{\star, n}\right) \mathbf{U}_{k}^{\mathrm{H}}\).
        For all \(k, j\), calculate \(\bar{p}_{k, j}^{\star, n+1}=\left(\mu_{k}-\frac{1}{g_{k}^{\star, n} t_{k, j}}\right)^{+}\), with \(\mu_{k}\) such that \(\frac{1}{n_{k}} \sum_{j=1}^{n_{k}} \bar{p}_{k, j}^{\star, n+1}=P_{k}\).
        \(n=n+1\)
    until \(\max _{k, j}\left|\bar{p}_{k, j}^{\star, n}-\bar{p}_{k, j}^{\star, n-1}\right| \leq \epsilon\)
    Theorem 7 (SINR of the MMSE detector): Let $\mathbf{Q}_{k}=\operatorname{diag}\left(p_{k, 1}, \ldots, p_{k, n_{k}}\right)$ and $\mathbf{T}_{k}=\operatorname{diag}\left(t_{k, 1}, \ldots, t_{k, n_{k}}\right)$ for all $k$. Assume that A 1 holds. Then,

$$
\gamma_{k, j}^{N}(\rho)-\bar{\gamma}_{k, j}^{N}(\rho) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0
$$

where $\bar{\gamma}_{k, j}^{N}(\rho)=p_{k, j} t_{k, j} g_{k}$ and $g_{k}$ is by given by Theorem 4.
Proof: The proof is provided in Appendix G.

Remark 3.7: It is easy to see that the theorem is also valid under the more general assumption $\mathbf{T}_{k}=$ $\mathbf{U}_{k} \operatorname{diag}\left(t_{k, 1}, \ldots, t_{k, n_{k}}\right) \mathbf{U}_{k}^{\mathrm{H}}$ and $\mathbf{Q}_{k}=\mathbf{U}_{k} \operatorname{diag}\left(p_{k, 1}, \ldots, p_{k, n_{k}}\right) \mathbf{U}_{k}^{\mathrm{H}}$.

Corollary 2 (Sum-rate with MMSE decoding): Let $\mathbf{Q}_{k}=\operatorname{diag}\left(p_{k, 1}, \ldots, p_{k, n_{k}}\right)$ and $\mathbf{T}_{k}=\operatorname{diag}\left(t_{k, 1}, \ldots, t_{k, n_{k}}\right)$ for all $k$. Assume that A $\mathbf{1}$ holds. Then,

$$
\begin{aligned}
\text { (i) } & R_{N}(\rho)-\bar{R}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 \\
\text { (ii) } & \mathbb{E}\left[R_{N}(\rho)\right]-\bar{R}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0
\end{aligned}
$$

where

$$
\bar{R}_{N}(\rho)=\frac{1}{N} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}} \log \left(1+\bar{\gamma}_{k, j}^{N}(\rho)\right)
$$

and the $\bar{\gamma}_{k, j}^{N}(\rho)$ are given by Theorem 7.
Proof: The proof is provided in Appendix H.

Remark 3.8: Careful inspection of (22) reveals that the third term of $\bar{I}_{N}(\rho)$ equals $\bar{R}_{N}(\rho)$ since

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{K} \log \operatorname{det}\left(\mathbf{I}_{n_{k}}+g_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\right)=\frac{1}{N} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}} \log \left(1+p_{k, j} t_{k, j} g_{k}\right) . \tag{24}
\end{equation*}
$$

Thus, all other terms in (22) correspond to the gains of successive interference cancellation [44] over simple MMSE detection.

A special case of the double-scattering channel is the Rayleigh product MIMO channel [39] which does not exhibit any form of correlation between the transmit and receive antennas or the scatterers. For this model, Theorems 4, 5 and 7 can be given in closed form as shown in the next corollary.

Corollary 3 (Rayleigh product channel): For all $k$, let $N_{k}=S, n_{k}=N$ and assume $\mathbf{T}_{k}=\mathbf{I}_{N}$, $\mathbf{S}_{k}=\mathbf{I}_{S}, \mathbf{R}_{k}=\mathbf{I}_{N}$, and $\mathbf{Q}_{k}=\mathbf{I}_{N}$. Then $\bar{I}_{N}(\rho)$ and $\bar{\gamma}_{k, j}^{N}(\rho)$ as defined in Theorems 5 and 7 can be given in closed form as

$$
\bar{I}_{N}(\rho)=\log \left(1+\rho \frac{N K}{S} \bar{g}\left(\bar{g}+\frac{S}{N}-1\right)\right)-\frac{K S}{N} \log \left(1+\frac{N}{S}(\bar{g}-1)\right)-K \log (\bar{g})-2 K(1-\bar{g})
$$

and

$$
\bar{\gamma}_{k, j}^{N}(\rho)=\frac{1-\bar{g}}{\bar{g}}
$$

where $\bar{g}$ is the unique root to

$$
\begin{equation*}
\bar{g}^{3}-\bar{g}^{2}\left(2-\frac{S}{N}-\frac{1}{K}\right)+\bar{g}\left(1-\frac{S}{N}-\frac{1}{K}+\frac{S}{N K}\left(1+\frac{1}{\rho}\right)\right)-\frac{S}{N K} \frac{1}{\rho}=0 \tag{25}
\end{equation*}
$$

such that $\bar{g} \in\left(1-\min \left[\frac{1}{K}, \frac{S}{N}\right], 1\right)$.
Proof: The proof is provided in Appendix I.

Note that similar expressions for the asymptotic mutual information and MMSE-SINR have been obtained in [32] by means of free probability theory. However, these results require the numerical solution of a third order differential equation.

As a first numerical example, we consider the "multi-keyhole channel", i.e., $K=1, \mathbf{S}_{1}=\mathbf{I}_{N_{1}}$, $\mathbf{R}_{1}=\mathbf{I}_{N}, \mathbf{T}_{1}=\mathbf{Q}_{1}=\mathbf{I}_{n_{1}}$, for $N=n_{1}=4$. Fig. 3 depicts the normalized ergodic mutual information $\mathbb{E}\left[I_{N}(\rho)\right]$ and its asymptotic approximation $\bar{I}_{N}(\rho)$ versus SNR for different numbers of "keyholes" $N_{1} \in$ $\{1,2,3,4,100\}$. Surprisingly, the match between both results is almost perfect although the channel dimensions are very small. As one expects, the multiplexing gain increases linearly with $N_{1}$ until $N_{1} \geq$ $N=4$. Larger values of $N_{1}$ only change the statistical distribution of the channel matrix while the degrees of freedom are limited by the number of antennas (for $N_{1} \rightarrow \infty, \mathbf{H}_{1}$ becomes a standard Rayleigh fading channel [23]).

As a second example, we consider a MAC from $K=3$ transmitters, assuming the double-scattering model in [23]. Under this model, the correlation matrices are given as $\mathbf{R}_{k}=\mathbf{G}\left(\phi_{r, k}, d_{r, k}, N_{k}\right), \mathbf{S}_{k}=$


Fig. 3. Ergodic mutual information $\mathbb{E}\left[I_{N}(\rho)\right]$ of the multi-keyhole channel and its deterministic equivalent $\bar{I}_{N}(\rho)$ versus $\rho$.
$\mathbf{G}\left(\phi_{s, k}, d_{s, k}, N_{k}\right)$ and $\mathbf{T}_{k}=\mathbf{G}\left(\phi_{t, k}, d_{t, k}, N_{k}\right)$, where $\mathbf{G}(\phi, d, n)$ is defined as

$$
\begin{equation*}
[\mathbf{G}(\phi, d, n)]_{k, l}=\frac{1}{n} \sum_{j=\frac{1-n}{2}}^{\frac{n-1}{2}} \exp \left(\mathbf{i} 2 \pi d(k-l) \sin \left(\frac{j \phi}{1-n}\right)\right) . \tag{26}
\end{equation*}
$$

The values $\phi_{t, k}$ and $\phi_{r, k}$ determine the angular spread of the radiated and received signals, $d_{t, k}$ and $d_{r, k}$ are the antenna spacings at the $k$ th transmitter and receiver in multiples of the signal wavelength, $N_{k}$ can be seen as the number of scatterers and $d_{s, k}$ as the spacing of the scatterers. For simplicity, we assume $N=4, P_{k}=1 / n_{k}, N_{k}=11, n_{k}=3, d_{t, k}=d_{r, k}=0.25$ and $d_{s, k}=50$ for all $k$. We further assume $\phi_{r, k}=\phi_{t, k}$ for all $k$, with $\phi_{r, k} \in\{\pi / 4, \pi / 2, \pi\}$ and $\phi_{s, k}=\pi / 8$. Fig. 4 shows $\mathbb{E}\left[I_{N}(\rho)\right]$ and $\bar{I}_{N}(\rho)$ with uniform and optimal power allocation versus SNR. Again, our asymptotic results yield very tight approximations, even for small system dimensions. Note that we have used the precoding matrices provided by Theorem 6 for the simulations as the optimal precoding matrices are unknown. For comparison, we also provide the sum-rate with MMSE detection $\mathbb{E}\left[R_{N}(\rho)\right]$ and its deterministic approximation $\bar{R}_{N}(\rho)$. We observe a good fit between both results at low SNR values, but a slight mismatch for higher values. This is due to a slower convergence of the $\operatorname{SINR} \gamma_{k, j}^{N}(\rho)$ to its deterministic approximation $\bar{\gamma}_{k, j}^{N}(\rho)$, well documented in the RMT literature, e.g. [45].


Fig. 4. Ergodic mutual information $\mathbb{E}\left[I_{N}(\rho)\right]$ and sum-rate $\mathbb{E}\left[R_{N}(\rho)\right]$ of the multiple access channel and their asymptotic approximations $\bar{I}_{N}(\rho)$ and $\bar{R}_{N}(\rho)$ versus $\rho$.

## IV. Conclusion

In this paper, we have presented a novel tool for the large system analysis of communication systems, called iterative deterministic equivalents. This tool is particularly suited for the analysis of channel models composed of complex combinations of independent random matrices, e.g. products or sums of products of matrices. We have demonstrated the usefulness of this approach with the help of two examples which had not been solved in the literature before. These are the multi-hop AF MIMO relay channel with noise at each stage and the MIMO MAC under the double-scattering channel model. For these channel models, we have provided asymptotically tight deterministic approximations of information theoretic quantities of interest, such as the mutual information and the sum-rate with MMSE detection. These approximations can be easily computed by provably converging fixed-point algorithms and do not require any numerical integration. Our simulation results suggest that the asymptotic performance approximations are very accurate for finite system dimensions with only a few antennas at each node. Finally, the method of iterative deterministic equivalents is applicable to a wide range of channel models of interest (e.g. combinations of correlated i.i.d. and random unitary matrices [7]) which cannot be easily treated so far with other techniques.

## APPENDIX A

## Related results

Lemma 2 ([46, Lemma 2.7], [9, Lemma 4]): Let $\left(\mathbf{A}_{N}\right)_{N \geq 1}$ be a sequence of random $N \times N$ matrices, satisfying $\lim \sup _{N}\left\|\mathbf{A}_{N}\right\|<\infty$, almost surely. Let $\left(\mathbf{x}_{N}\right)_{N \geq 1}$ be a sequence of random $N$-dimensional vectors of i.i.d. entries with zero mean, variance $1 / N$ and 8 th order moment of order $O\left(1 / N^{4}\right)$, independent of $\mathbf{A}_{N}$. Then,

$$
\mathbf{x}_{N}^{\mathrm{H}} \mathbf{A}_{N} \mathbf{x}_{N}-\frac{1}{N} \operatorname{tr} \mathbf{A}_{N} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0
$$

Lemma 3 (Matrix inversion lemma [47, Eq. (2.2)]): Let $\mathbf{A} \in \mathbb{C}^{N \times N}$ be Hermitian invertible. Then, for any vector $\mathbf{x} \in \mathbb{C}^{N}$ and any scalar $\tau \in \mathbb{C}$ such that $\mathbf{A}+\tau \mathrm{xx}^{\mathrm{H}}$ is invertible,

$$
\mathbf{x}^{\mathrm{H}}\left(\mathbf{A}+\tau \mathbf{x x}^{\mathrm{H}}\right)^{-1}=\frac{\mathbf{x}^{\mathrm{H}} \mathbf{A}^{-1}}{1+\tau \mathbf{x}^{\mathrm{H}} \mathbf{A}^{-1} \mathbf{x}} .
$$

Lemma 4 (Rank-1 perturbation lemma [47]): Let $z<0, \mathbf{A} \in \mathbb{C}^{N \times N}, \mathbf{B} \in \mathbb{C}^{N \times N}$ with $\mathbf{B}$ Hermitian nonnegative definite, and $\mathbf{v} \in \mathbb{C}^{N}$. Then,

$$
\left|\operatorname{tr}\left(\left(\mathbf{B}-z \mathbf{I}_{N}\right)^{-1}-\left(\mathbf{B}+\mathbf{v} \mathbf{v}^{\mathbf{H}}-z \mathbf{I}_{N}\right)^{-1}\right) \mathbf{A}\right| \leq \frac{\|\mathbf{A}\|}{|z|} .
$$

Lemma 5: Let $\mathbf{R} \in \mathbb{C}^{N \times N}$ be Hermitian with smallest eigenvalue $\lambda_{\min } \geq 1$ and $a, b, c, d>0$. Then

$$
\frac{1}{N} \operatorname{tr} \mathbf{R}\left(a \mathbf{R}+b \mathbf{I}_{N}\right)^{-1} \mathbf{R}\left(c \mathbf{R}+d \mathbf{I}_{N}\right)^{-1} \geq \frac{1}{(a+b)(c+d)}
$$

Proof: Let $\mathbf{R}=\mathbf{U} \boldsymbol{\Delta} \mathbf{U}^{\mathrm{H}}$, where $\mathbf{U} \in \mathbb{C}^{N \times N}$ is unitary and $\boldsymbol{\Delta}=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{N}\right) \geq 1$. Thus,

$$
\begin{align*}
\frac{1}{N} \operatorname{tr} \mathbf{R}\left(a \mathbf{R}+b \mathbf{I}_{N}\right)^{-1} \mathbf{R}\left(c \mathbf{R}+d \mathbf{I}_{N}\right)^{-1} & =\frac{1}{N} \operatorname{tr} \boldsymbol{\Delta}^{2}\left(a \boldsymbol{\Delta}+b \mathbf{I}_{N}\right)^{-1}\left(c \boldsymbol{\Delta}+d \mathbf{I}_{N}\right)^{-1} \\
& =\frac{1}{(a+b)(c+d)} \frac{1}{N} \sum_{i=1}^{N} \frac{\delta_{i}^{2}(a+b)(c+d)}{\left(a \delta_{i}+b\right)\left(c \delta_{i}+d\right)} \\
& \geq \frac{1}{(a+b)(c+d)} \tag{27}
\end{align*}
$$

Lemma 6: Let the matrices $\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)$, be defined as in (10). Then, almost surely:

$$
\underset{n}{\limsup }\left\|\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)\right\|<\infty, \quad k=0, \ldots, K
$$

Proof: For $k \in\{1, \ldots, K\}$, denote by $\left(\Omega_{k}, \mathcal{F}_{k}, P_{k}\right)$ the probability space generating the sequences of random matrices $\mathbf{H}_{k}$. By [46], we have on a space $B_{k} \subset \Omega_{k}$ with $P_{k}\left(B_{k}\right)=1$,

$$
\begin{equation*}
\frac{1}{n_{k-1}}\left\|\mathbf{H}_{k} \mathbf{H}_{k}^{\mathrm{H}}\right\|-\left(1+\frac{1}{\sqrt{c_{k}}}\right)^{2} \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0 \tag{28}
\end{equation*}
$$

Obviously, we have $\left\|\mathbf{R}_{0}\right\|=\left\|\mathbf{I}_{n}\right\|=1$. Thus, almost surely,

$$
\begin{equation*}
\limsup _{n}\left\|\mathbf{R}_{1}\left(\beta_{0}\right)\right\| \leq 1+\underset{n}{\limsup } \frac{\alpha_{1} \beta_{0}}{n}\left\|\mathbf{H}_{1} \mathbf{H}_{1}^{\mathrm{H}}\right\|=1+\alpha_{1} \beta_{0} \limsup _{n}\left(1+\frac{1}{\sqrt{c_{1}}}\right)^{2}<\infty . \tag{29}
\end{equation*}
$$

Consider now the product space $\left(\Omega_{1} \times \Omega_{2}, \mathcal{F}_{1} \times \mathcal{F}_{2}, Q_{2}\right)$. By the Fubini theorem, we have on a subspace $C_{2} \subset \Omega_{1} \times \Omega_{2}$ with $Q_{2}\left(C_{2}\right)=1$,

$$
\begin{align*}
\underset{n}{\lim \sup \left\|\mathbf{R}_{2}\left(\boldsymbol{\beta}_{1}\right)\right\|} & \leq 1+\underset{n}{\lim \sup } \frac{\alpha_{2} \beta_{1}}{n_{1}}\left\|\mathbf{H}_{2} \mathbf{R}_{1}\left(\beta_{0}\right) \mathbf{H}_{2}^{\mathrm{H}}\right\| \\
& \leq 1+\underset{n}{\lim \sup } \alpha_{2} \beta_{1}\left\|\mathbf{R}_{1}\left(\beta_{0}\right)\right\| \frac{1}{n_{1}}\left\|\mathbf{H}_{2} \mathbf{H}_{2}^{\mathrm{H}}\right\| \\
& =1+\alpha_{2} \beta_{1} \limsup _{n}\left(1+\alpha_{1} \beta_{0}\left(1+\frac{1}{\sqrt{c_{1}}}\right)^{2}\right)\left(1+\frac{1}{\sqrt{c_{2}}}\right)^{2} \\
& <\infty \tag{30}
\end{align*}
$$

Repeating the last step $k-2$ times concludes the proof.

Definition 2 (Standard interference function [48]): A function $\mathbf{h}\left(x_{1}, \ldots, x_{K}\right)=\left[h_{1}\left(x_{1}, \ldots, x_{K}\right), \ldots\right.$, $\left.h_{K}\left(x_{1}, \ldots, x_{K}\right)\right]^{\top} \in \mathbb{R}^{K}$ is said to be standard if it fulfills the following conditions:

1) Positivity: for each $j$, if $x_{1}, \ldots, x_{K} \geq 0$, then $h_{j}\left(x_{1}, \ldots, x_{K}\right)>0$.
2) Monotonicity: if $x_{1}>x_{1}^{\prime}, \ldots, x_{K}>x_{K}^{\prime}$, then for all $j, h_{j}\left(x_{1}, \ldots, x_{K}\right)>h_{j}\left(x_{1}^{\prime}, \ldots, x_{K}^{\prime}\right)$.
3) Scalability: for all $\alpha>1$ and for all $j, \alpha h_{j}\left(x_{1}, \ldots, x_{K}\right)>h_{j}\left(\alpha x_{1}, \ldots, \alpha x_{K}\right)$.

Theorem 8 (Fixed-point theorem [48, Theorem 2]): If a $K$-variate function $\mathbf{h}\left(x_{1}, \ldots, x_{K}\right)$ is standard and there exists $\left(x_{1}, \ldots, x_{K}\right)$ such that for all $j, x_{j} \geq h_{j}\left(x_{1}, \ldots, x_{K}\right)$, then the fixed-point algorithm that consists in setting

$$
x_{j}^{(t+1)}=h_{j}\left(x_{1}^{(t)}, \ldots, x_{K}^{(t)}\right)
$$

for $t \geq 1$ and for any initial values $x_{1}^{(0)}, \ldots, x_{K}^{(0)}>0$ converges to the unique jointly positive solution of the system of $K$ equations

$$
x_{j}=h_{j}\left(x_{1}, \ldots, x_{K}\right), \quad j \in\{1, \ldots, K\} .
$$

Theorem 9 ([14, Corollary 1, Theorem 2]): For $k \in\{1, \ldots, K\}$, let $\left(n_{k}\right)_{N \geq 1}=\left(n_{k}(N)\right)_{N \geq 1}$ be a sequence of positive integers and let $\left(\mathbf{R}_{k, N}\right)_{N \geq 1}, \mathbf{R}_{k, N} \in \mathbb{C}^{N \times N},\left(\mathbf{T}_{k, N}\right)_{N \geq 1}, \mathbf{T}_{k, N} \in \mathbb{C}^{n_{k} \times n_{k}}$, and $\left(\mathbf{D}_{N}\right)_{N \geq 1}, \mathbf{D}_{N} \in \mathbb{C}^{N \times N}$, be three sequences of nonnegative definite Hermitian matrices, satisfying $\lim \sup _{N}\left\|\mathbf{R}_{k, N}\right\|<\infty, \lim \sup _{N}\left\|\mathbf{T}_{k, N}\right\|<\infty$, and $\lim \sup _{N}\left\|\mathbf{D}_{N}\right\|<\infty$. Let $\left(\mathbf{X}_{k, N}\right)_{N \geq 1}$, $\mathbf{X}_{k, N} \in \mathbb{C}^{N \times n_{k}}$, be a sequence of random matrices with i.i.d. complex Gaussian entries with zero mean and variance $1 / n_{k}$. Denote $\mathbf{B}_{N}=\sum_{k} \mathbf{R}_{k, N}^{\frac{1}{2}} \mathbf{X}_{k, N} \mathbf{T}_{k, N} \mathbf{X}_{k, N}^{\mathrm{H}} \mathbf{R}_{k, N}^{\frac{1}{2}}$ and define the function $V_{N}(x)=$ $\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+x \mathbf{B}_{N}\right)$ for $x>0$. Let $c_{k}=n_{k} / N$ and assume that $0<\liminf { }_{N} c_{k} \leq \lim \sup _{N} c_{k}<\infty$ for all $k$. Then,

$$
\begin{aligned}
& \text { (i) } \frac{1}{N} \operatorname{tr} \mathbf{D}_{N}\left(\mathbf{B}_{N}+\frac{1}{x} \mathbf{I}_{N}\right)^{-1}-\frac{1}{N} \operatorname{tr} \mathbf{D}_{N}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{R}_{i, N}+\frac{1}{x} \mathbf{I}_{N}\right)^{-1} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 \\
& \text { (ii) } V_{N}(x)-\bar{V}_{N}(x) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0
\end{aligned}
$$

where

$$
\bar{V}_{N}(x)=\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+x \sum_{k=1}^{K} \bar{e}_{k, N} \mathbf{R}_{k, N}\right)+\sum_{k=1}^{K} \frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{n_{k}}+e_{k, N} \mathbf{T}_{k, N}\right)-\frac{1}{N} \sum_{k=1}^{K} n_{k} e_{k, N} \bar{e}_{k, N}
$$

and where $\bar{e}_{k, N}, e_{k, N}, k=1, \ldots, K$, are given as the unique solution to the equations

$$
\begin{aligned}
& \bar{e}_{k, N}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{T}_{k, N}\left(e_{k, N} \mathbf{T}_{k, N}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& e_{k, N}=\frac{1}{n_{K}} \operatorname{tr} \mathbf{R}_{k, N}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{R}_{i, N}+\frac{1}{x} \mathbf{I}_{N}\right)^{-1}
\end{aligned}
$$

such that $\bar{e}_{k, N}, e_{k, N}>0$ for all $k$.
Corollary 4 (Special case of Theorem 9, see also [47]): Let $(n)_{N \geq 1}=(n(N))_{N \geq 1}$ be a sequence of positive integers. Let $\left(\mathbf{R}_{N}\right)_{N \geq 1}, \mathbf{R}_{N} \in \mathbb{C}^{n \times n}$, be a sequence of nonnegative definite Hermitian matrices, satisfying $\lim \sup _{N}\left\|\mathbf{R}_{N}\right\|<\infty$ and let $\left(\mathbf{X}_{N}\right)_{N \geq 1}, \mathbf{X}_{N} \in \mathbb{C}^{N \times n}$, be a sequence of random matrices with i.i.d. complex Gaussian entries with zero mean and variance $1 / n$. For $x>0$, define the following functions $m_{N}(x)=\frac{1}{N} \operatorname{tr}\left(\mathbf{X}_{N} \mathbf{R}_{N} \mathbf{X}_{N}^{\mathrm{H}}+\frac{1}{x} \mathbf{I}_{N}\right)^{-1}$ and $J_{N}(x)=\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+x \mathbf{X}_{N} \mathbf{R}_{N} \mathbf{X}_{N}^{\mathrm{H}}\right)$. Denote $c=\frac{n}{N}$ and assume that $0<\liminf _{N} c \leq \lim \sup _{N} c<\infty$. Then,

$$
\text { (i) } \quad m_{N}(x)-\bar{m}_{N}(x) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0, \quad \text { (ii) } \quad J_{N}(x)-\bar{J}_{N}(x) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0
$$

where

$$
\begin{aligned}
\bar{m}_{N}(x) & =\frac{1}{N} \operatorname{tr}\left(\frac{\mathbf{R}_{N}}{c+\bar{e}_{N}}+\frac{1}{x} \mathbf{I}_{n}\right)^{-1}+(1-c) x \\
\bar{J}_{N}(x) & =\frac{1}{N} \log \operatorname{det}\left(\left[c+\bar{e}_{N}\right] \mathbf{I}_{n}+x \mathbf{R}_{N}\right)+(1-c) \log \left(c+\bar{e}_{N}\right)-\frac{\bar{e}_{N}}{c+\bar{e}_{N}}-\log (c)
\end{aligned}
$$

and $\bar{e}_{N}$ is defined as the unique positive solution to the implicit equation

$$
\begin{equation*}
\bar{e}_{N}=\frac{1}{N} \operatorname{tr} \mathbf{R}_{N}\left(\frac{\mathbf{R}_{N}}{c+\bar{e}_{N}}+\frac{1}{x} \mathbf{I}_{n}\right)^{-1} . \tag{31}
\end{equation*}
$$

## Appendix B

## Proof of Theorem 2:

First, notice that

$$
\begin{align*}
\eta_{k} & \triangleq\left\|\mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)-\mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)\right\| \\
& =\left\|\frac{\alpha_{k} \beta_{k-1}}{n_{k-1}} \mathbf{H}_{k} \mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right) \mathbf{H}_{k}^{\mathrm{H}}-\frac{\alpha_{k} \bar{\beta}_{k-1}}{n_{k-1}} \mathbf{H}_{k} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right) \mathbf{H}_{k}^{\mathrm{H}}\right\| \\
& \leq \alpha_{k}\left\|\frac{\mathbf{H}_{k} \mathbf{H}_{k}^{\mathrm{H}}}{n_{k-1}}\right\|\left\|\beta_{k-1} \mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right)-\bar{\beta}_{k-1} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)\right\| \\
& \leq \alpha_{k}\left\|\frac{\mathbf{H}_{k} \mathbf{H}_{k}^{\mathrm{H}}}{n_{k-1}}\right\|\left[\left|\beta_{k-1}-\bar{\beta}_{k-1}\right|\left\|\mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right)\right\|+\bar{\beta}_{k-1}\left\|\mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right)-\mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)\right\|\right] . \tag{32}
\end{align*}
$$

Since, almost surely, lim sup $\left\|\mathbf{R}_{1}\left(\boldsymbol{\beta}_{0}\right)-\mathbf{R}_{1}\left(\overline{\boldsymbol{\beta}}_{0}\right)\right\| \leq \lim \sup \alpha_{1}\left|\beta_{0}-\bar{\beta}_{0}\right|\left\|\frac{\mathbf{H}_{1} \mathbf{H}_{1}^{\mathrm{H}}}{n}\right\|=0$ and $\lim \sup \left\|\mathbf{R}_{k-1}\left(\boldsymbol{\beta}_{k-2}\right)\right\|<$ $\infty$ (see proof of Lemma 6), one can iteratively show that $\eta_{k} \rightarrow 0$, almost surely. Thus,

$$
\begin{equation*}
\left|\mathcal{J}_{k}\left(x, \boldsymbol{\beta}_{k-1}\right)-\mathcal{J}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)\right| \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 . \tag{33}
\end{equation*}
$$

This means that we can from now on replace $\boldsymbol{\beta}_{k}$ by $\overline{\boldsymbol{\beta}}_{k}$ and focus on $\mathcal{J}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$.
As a consequence of Corollary 4, Lemma 6, and the Fubini theorem, we obtain the following relation

$$
\begin{equation*}
\mathcal{J}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)-\tilde{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0, \quad k \geq 1 \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)= & \frac{1}{n_{k}} \log \operatorname{det}\left(\left[c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)\right] \mathbf{I}_{n_{k-1}}+x \alpha_{k} \overline{\boldsymbol{\beta}}_{k-1} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)\right) \\
& +\left(1-c_{k}\right) \log \left(c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)\right)-\frac{e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}-\log \left(c_{k}\right) \tag{35}
\end{align*}
$$

and $e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)$ is given as the unique positive solution to

$$
\begin{equation*}
e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)=\frac{1}{n_{k}} \operatorname{tr} \alpha_{k} \bar{\beta}_{k-1} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)\left(\frac{\alpha_{k} \bar{\beta}_{k-1} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)}{c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}+\frac{1}{x} \mathbf{I}_{n_{k-1}}\right)^{-1} . \tag{36}
\end{equation*}
$$

In particular, for $k=1$, we have

$$
\begin{equation*}
\tilde{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)=\overline{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right) \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& \overline{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)=c_{1} \log \left(1+\frac{x \alpha_{1} \bar{\beta}_{0}}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}\right)+\log \left(1+\frac{\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}{c_{1}}\right)-\frac{\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}  \tag{38}\\
& \bar{e}_{0}\left(x, \bar{\beta}_{0}\right)=-\frac{x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}}{2}+\frac{\sqrt{\left(x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}\right)^{2}+4 x \alpha_{1} \bar{\beta}_{0} c_{1}^{2}}}{2} \tag{39}
\end{align*}
$$

according to Corollary 4. Note that (31) permits a closed-form solution (39) in this case.
Now, using the recursion $\mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right)=\mathbf{I}_{n_{k-1}}+\frac{\alpha_{k-1} \overline{\boldsymbol{\beta}}_{k-2}}{n_{k-2}} \mathbf{H}_{k-1} \mathbf{R}_{k-2}\left(\overline{\boldsymbol{\beta}}_{k-3}\right) \mathbf{H}_{k-1}^{\mathrm{H}}$ (10) in (35), we obtain

$$
\begin{align*}
\tilde{\mathcal{J}}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)= & c_{k} \mathcal{J}_{k-1}\left(\frac{x \alpha_{k} \overline{\boldsymbol{\beta}}_{k-1}}{c_{k}+x \alpha_{k} \bar{\beta}_{k-1}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}, \overline{\boldsymbol{\beta}}_{k-2}\right)+c_{k} \log \left(1+\frac{x \alpha_{k} \overline{\boldsymbol{\beta}}_{k-1}}{c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}\right) \\
& +\log \left(1+\frac{e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k}}\right)-\frac{e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)} \tag{40}
\end{align*}
$$

In the proof of Theorem 3, it is shown that

$$
\begin{equation*}
e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)-\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 \tag{41}
\end{equation*}
$$

By the continuous mapping theorem [31], we therefore have

$$
\begin{align*}
& \mathcal{J}_{k-1}\left(\frac{x \alpha_{k} \bar{\beta}_{k-1}}{1+x \alpha_{k} \bar{\beta}_{k-1}+e_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}, \overline{\boldsymbol{\beta}}_{k-2}\right) \\
&-\mathcal{J}_{k-1}\left(\frac{x \alpha_{k} \bar{\beta}_{k-1}}{1+x \alpha_{k} \bar{\beta}_{k-1}+\bar{e}_{k-1}\left(x, \overline{\boldsymbol{\beta}}_{k-1}\right)}, \overline{\boldsymbol{\beta}}_{k-2}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 \tag{42}
\end{align*}
$$

Applying the last result together with Corollary 4, Lemma 6, the continuous mapping theorem and the Fubini theorem to (40) concludes the proof for $k=2$ since $\tilde{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)=\overline{\mathcal{J}}_{1}\left(x, \bar{\beta}_{0}\right)$ by (37). The convergence for $k>2$ is shown by successive iterations of the last steps.

## Appendix C

## Proof of Theorem 3

From standard matrix inequalities and (32), it follows that

$$
\begin{equation*}
\left|m_{k}\left(x, \boldsymbol{\beta}_{k}\right)-m_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right| \leq x^{2} \alpha_{k+1}\left\|\frac{\mathbf{H}_{k+1} \mathbf{H}_{k+1}^{\mathrm{H}}}{n_{k}}\right\|\left\|\beta_{k} \mathbf{R}_{k}\left(\boldsymbol{\beta}_{k-1}\right)-\bar{\beta}_{k} \mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)\right\| \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 \tag{43}
\end{equation*}
$$

Thus, we can replace from now on $\beta_{k}$ by $\bar{\beta}_{k}$, for almost every $\left(\mathbf{H}_{1}, \ldots, \mathbf{H}_{K}\right)$.
From Corollary 4, Lemma 6 and the Fubini theorem, it follows that

$$
\begin{equation*}
m_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)-\tilde{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{1}{n_{k+1}} \operatorname{tr}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}+\frac{1}{x} \mathbf{I}_{n}\right)^{-1}+\left(1-c_{k+1}\right) x \tag{45}
\end{equation*}
$$

and $e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$ is given as the unique positive solution to

$$
\begin{equation*}
e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{1}{n_{k+1}} \operatorname{tr} \alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)}{c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}+\frac{1}{x} \mathbf{I}_{n_{k}}\right)^{-1} . \tag{46}
\end{equation*}
$$

In particular, we have $\tilde{m}_{0}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\bar{m}_{0}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$, where

$$
\begin{align*}
& \bar{m}_{0}\left(x, \bar{\beta}_{0}\right)=\frac{c_{1}}{\frac{\alpha_{1} \bar{\beta}_{0}}{c_{1}+\bar{e}_{0}\left(x, \bar{\beta}_{0}\right)}+\frac{1}{x}}+\left(1-c_{1}\right) x  \tag{47}\\
& \bar{e}_{0}\left(x, \bar{\beta}_{0}\right)=-\frac{x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}}{2}+\frac{\sqrt{\left(x \alpha_{1} \bar{\beta}_{0}\left(1-c_{1}\right)+c_{1}\right)^{2}+4 x \alpha_{1} \bar{\beta}_{0} c_{1}^{2}}}{2} . \tag{48}
\end{align*}
$$

Replacing $\mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$ in (46) by its recursive definition $\mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)=\mathbf{I}_{n_{k}}+\frac{\alpha_{k} \overline{\boldsymbol{\beta}}_{k-1}}{n_{k-1}} \mathbf{H}_{k} \mathbf{R}_{k-1}\left(\overline{\boldsymbol{\beta}}_{k-2}\right) \mathbf{H}_{k}^{\mathrm{H}}$ (10) yields after straightforward calculus

$$
\begin{align*}
e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=c_{k+1} & \left(c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right) \\
& -\frac{c_{k+1}\left(c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right)^{2}}{x \alpha_{k+1} \bar{\beta}_{k}} m_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}, \overline{\boldsymbol{\beta}}_{k-1}\right) . \tag{49}
\end{align*}
$$

Similarly, one obtains

$$
\begin{equation*}
\tilde{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{c_{k+1}\left(c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right)}{\alpha_{k+1} \bar{\beta}_{k}} m_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}, \overline{\boldsymbol{\beta}}_{k-1}\right)+\left(1-c_{k+1}\right) x . \tag{50}
\end{equation*}
$$

Combining the last two equations leads to

$$
\begin{equation*}
\tilde{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{x c_{k+1}}{c_{k+1}+e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)} . \tag{51}
\end{equation*}
$$

Consider now the quantity $\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right), k \geq 1$, defined as a positive solution to

$$
\begin{align*}
\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=c_{k+1} & \left(c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right) \\
& -\frac{c_{k+1}\left(c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)\right)^{2}}{x \alpha_{k+1} \bar{\beta}_{k}} \bar{m}_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)}, \overline{\boldsymbol{\beta}}_{k-1}\right) \tag{52}
\end{align*}
$$

where $\bar{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)$ is recursively defined for $k \geq 1$ as

$$
\begin{equation*}
\bar{m}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)=\frac{x c_{k+1}}{c_{k+1}+\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)} . \tag{53}
\end{equation*}
$$

It remains to show that a unique solution to (52) exists and that $e_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right)-\bar{e}_{k}\left(x, \overline{\boldsymbol{\beta}}_{k}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0$. Let us first define the following functions for $k \geq 1$ :

$$
\begin{align*}
& f_{k}(z)=c_{k+1}\left(c_{k+1}+z\right)-\frac{c_{k+1}\left(c_{k+1}+z\right)^{2}}{x \alpha_{k+1} \bar{\beta}_{k}} m_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+z}, \overline{\boldsymbol{\beta}}_{k-1}\right)  \tag{54}\\
& \bar{f}_{k}(z)=c_{k+1}\left(c_{k+1}+z\right)-\frac{c_{k+1}\left(c_{k+1}+z\right)^{2}}{x \alpha_{k+1} \bar{\beta}_{k}} \bar{m}_{k-1}\left(\frac{x \alpha_{k+1} \bar{\beta}_{k}}{c_{k+1}+x \alpha_{k+1} \bar{\beta}_{k}+z}, \overline{\boldsymbol{\beta}}_{k-1}\right) . \tag{55}
\end{align*}
$$

From (46) and with the help of Lemma 5 (note that the smallest eigenvalue of $\mathbf{R}_{k}$ is greater or equal to 1 for all $k$ ), one can easily verify that $f_{k}(z)$ satisfies the following properties for $z \geq 0$ :

$$
\begin{equation*}
f_{k}(z) \geq c_{k+1}\left(c_{k+1}+z\right)\left[1-\frac{c_{k+1}+z}{c_{k+1}+z+x \alpha_{k+1} \bar{\beta}_{k}}\right]>0 \tag{i}
\end{equation*}
$$

(ii) for $z>z^{\prime} \geq 0$,

$$
\begin{aligned}
& f_{k}(z)-f_{k}\left(z^{\prime}\right) \\
\geq & \frac{\left(z-z^{\prime}\right) c_{k+1} \alpha_{k+1}^{2} \bar{\beta}_{k}^{2}}{\left(c_{k+1}+z^{\prime}\right)\left(c_{k+1}+z\right)} \frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{c_{k+1}+z}+\frac{1}{x} \mathbf{I}_{n_{k}}\right)^{-1} \mathbf{R}_{k}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{c_{k+1}+z^{\prime}}+\frac{1}{x} \mathbf{I}_{n_{k}}\right)^{-1} \\
\geq & \frac{\left(z-z^{\prime}\right) c_{k+1} \alpha_{k+1}^{2} \bar{\beta}_{k}^{2}}{\left(\alpha_{k+1} \bar{\beta}_{k}+\frac{c_{k+1}+z^{\prime}}{x}\right)\left(\alpha_{k+1} \bar{\beta}_{k}+\frac{c_{k+1}+z}{x}\right)} \\
> & 0
\end{aligned}
$$

(iii) for $\alpha>1$,

$$
\begin{aligned}
& \alpha f_{k}(z)-f_{k}(\alpha z) \\
\geq & \frac{(\alpha-1) c_{k+1}^{2} \alpha_{k+1}^{2} \bar{\beta}_{k}^{2}}{\left(c_{k+1}+\alpha z\right)\left(\alpha c_{k+1}+\alpha z\right)} \frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{\alpha c_{k+1}+\alpha z}+\frac{1}{\alpha x} \mathbf{I}_{n_{k}}\right)^{-1} \mathbf{R}_{k}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{c_{k+1}+\alpha z}+\frac{1}{x} \mathbf{I}_{n_{k}}\right)^{-1} \\
& \quad+\frac{(\alpha-1) c_{k+1} \alpha_{k+1} \bar{\beta}_{k}}{\alpha x} \frac{1}{n_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{\alpha c_{k+1}+\alpha z}+\frac{1}{\alpha x} \mathbf{I}_{n_{k}}\right)^{-1}\left(\frac{\alpha_{k+1} \bar{\beta}_{k} \mathbf{R}_{k}}{c_{k+1}+\alpha z}+\frac{1}{x} \mathbf{I}_{n_{k}}\right)^{-1} \\
\geq & \frac{(\alpha-1) c_{k+1}^{2} \alpha_{k+1}^{2} \bar{\beta}_{k}^{2}}{\left(\alpha_{k+1} \bar{\beta}_{k}+\frac{c_{k+1}+\alpha z}{x}\right)\left(\alpha_{k+1} \bar{\beta}_{k}+\frac{\alpha c_{k+1}+\alpha z}{x}\right)}+\frac{(\alpha-1) c_{k+1} \alpha_{k+1} \bar{\beta}_{k}}{\alpha x\left(\frac{\alpha_{k+1} \bar{\beta}_{k}}{\alpha c_{k+1}+\alpha z}+\frac{1}{\alpha x}\right)\left(\frac{\alpha_{k+1} \bar{\beta}_{k}}{c_{k+1} \alpha z}+\frac{1}{x}\right)} \\
> & 0
\end{aligned}
$$

where $\mathbf{R}_{k}=\mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)$. All properties are independent of $\mathbf{R}_{k}$ and therefore hold for $n \rightarrow \infty$.
Assume now $k=1$. For any sequence of bounded non-negative real numbers $z_{n}$, we have by (44) and the continuous mapping theorem [31],

$$
\begin{equation*}
f_{1}\left(z_{n}\right)-\bar{f}_{1}\left(z_{n}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 \tag{56}
\end{equation*}
$$

Thus, properties $(i)-(i i i)$ of $f_{1}(z)$ also hold for $\bar{f}_{1}(z)$. By Definition 2 and Theorem 8, these properties imply the uniqueness of positive solutions to the fixed point equations $z=f_{1}(z)$ and $y=\bar{f}_{1}(y)$, and hence the uniqueness of solutions to (52) for $k=1$. Moreover, note that

$$
\begin{equation*}
\left|f_{k}(a)-f_{k}(b)\right| \leq \frac{\alpha_{k+1}^{2} \bar{\beta}_{k}^{2} x^{2}}{c_{k+1}}\left\|\mathbf{R}_{k}\left(\overline{\boldsymbol{\beta}}_{k-1}\right)\right\|^{2}|a-b| \tag{57}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\left|\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)-e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right| & =\left|\bar{f}_{1}\left(\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)-f_{1}\left(e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)\right| \\
& \leq\left|\bar{f}_{1}\left(\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)-f_{1}\left(\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)\right|+\left|f_{1}\left(\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)-f_{1}\left(e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right)\right| \\
& \leq \epsilon_{n}+\frac{\alpha_{2}^{2} \bar{\beta}_{1}^{2} x^{2}}{c_{2}}\left\|\mathbf{R}_{1}\left(\bar{\beta}_{0}\right)\right\|^{2}\left|\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)-e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right| \tag{58}
\end{align*}
$$

for some sequence of real numbers $\epsilon_{n}$, satisfying $\epsilon_{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0$. By Lemma $6,\left\|\mathbf{R}_{1}\left(\bar{\beta}_{0}\right)\right\|<M$, almost surely, for some $M>0$. Thus, for $x \leq \sqrt{\frac{c_{2}(1-\delta)}{\alpha_{2}^{2} \beta_{1}^{2} M^{2}}}$ and some $\delta>0$, we have

$$
\begin{equation*}
\left|\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)-e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)\right| \leq \frac{\epsilon_{n}}{\delta} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 . \tag{59}
\end{equation*}
$$

Since $\bar{e}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)$ and $e_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)$ are (almost surely) bounded on any closed subset of $\mathbb{R}^{+} \backslash\{0\}$ and have analytic continuations for $x \in \mathbb{C} \backslash \mathbb{R}^{-}$, we have by Vitali's convergence theorem [49] that the convergence holds for any $x \in \mathbb{R}^{+} \backslash\{0\}$.

The last convergence implies by the continuous mapping theorem that,

$$
\begin{equation*}
m_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)-\bar{m}_{1}\left(x, \overline{\boldsymbol{\beta}}_{1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0 . \tag{60}
\end{equation*}
$$

We now assume $k=2$. The last convergence implies $f_{2}(z) \rightarrow \bar{f}_{2}(z)$, almost surely. The same steps can therefore be applied to show that $m_{2}\left(x, \overline{\boldsymbol{\beta}}_{1}\right)-\bar{m}_{2}\left(x, \overline{\boldsymbol{\beta}}_{1}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. }} 0$. This terminates the proof as this process can be iterated $k$ times.

## Appendix D

## Proof of Theorem 4: Fundamental equations

The proof follows essentially the same steps as the proof of Theorem 2 in [7] and will not be given in full detail here. In order to prove the uniqueness of solutions ( $\bar{g}_{k}, g_{k}, \delta_{k}$ ), it is sufficient to show by Theorem 8 that the $K$-variate function $\mathbf{h}:\left(x_{1}, \ldots, x_{K}\right) \mapsto\left(h_{1}, \ldots, h_{K}\right)$ as defined below, is a standard interference function (see Definition 2). For $k=1, \ldots, K$, we define

$$
\begin{equation*}
h_{k}\left(x_{1}, \ldots, x_{K}\right) \mapsto \frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} \delta_{k}}{1+\bar{g}_{k} s_{k, j} \delta_{k}} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{g}_{k}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\left(x_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}+\mathbf{I}_{n_{k}}\right)^{-1} \tag{62}
\end{equation*}
$$

and $\delta_{k}, k=1, \ldots, K$, form the unique jointly positive solution to the following fixed-point equations

$$
\begin{equation*}
\delta_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} x_{k}}{\delta_{k}} \mathbf{R}_{k}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} . \tag{63}
\end{equation*}
$$

The only difference to [7] is the definition of $\bar{g}_{k}$. In our case, $\bar{g}_{k}$ is directly defined as a function of $x_{k}$, whereas $\bar{b}_{k}$ in [7] (using their notations) is given as the solution of another fixed point equation. However, the behavior of $\bar{b}_{k}$ and $\bar{g}_{k}$ as seen as functions of $x_{k}$ is identical. In particular, let $x_{k}>x_{k}^{\prime}>0$ and denote by $\bar{g}_{k}$ and $\bar{g}_{k}^{\prime}$ the corresponding values of (62), respectively. One can easily verify that the following conditions hold: $(i) \bar{g}_{k}<\bar{g}_{k}^{\prime}$ and (ii) $x_{k} \bar{g}_{k}>x_{k}^{\prime} \bar{g}_{k}^{\prime}$. The remaining steps are identical to [7] and will not be repeated here. By showing $\mathbf{h}\left(x_{1}, \ldots, x_{K}\right)$ to be a standard interference function, we have proved by Theorem 8 that the following fixed-point algorithm, which iteratively computes

$$
\begin{equation*}
x_{k}^{t+1}=h_{k}\left(x_{1}^{(t)}, \ldots, x_{K}^{(t)}\right), \quad k=1, \ldots, K \tag{64}
\end{equation*}
$$

for $t \geq 0$ and some set of initial values $x_{1}^{(0)}, \ldots, x_{K}^{(0)}$, converges as $t \rightarrow \infty$ to the unique fixed point $\left(g_{1}, \ldots, g_{K}\right)$.

## Appendix E

## Proof of Theorem 5: Mutual information

The key idea is that the double-scattering model can be considered as the Kronecker channel model as considered in Theorem 9 with random correlation matrices. Assume now a Kronecker model, for which the matrices $\mathbf{H}_{k}$ are given as

$$
\begin{equation*}
\mathbf{H}_{k}=\frac{1}{\sqrt{n_{k}}} \mathbf{Z}_{k} \mathbf{W}_{2, k} \mathbf{T}_{k}^{\frac{1}{2}} \tag{65}
\end{equation*}
$$

where $\mathbf{Z}_{k} \in \mathbb{C}^{N \times N_{k}}$ is a deterministic matrix and $\mathbf{W}_{2, k}$ and $\mathbf{T}_{k}$ are defined as in (17). Further assume that $\lim \sup _{N}\left\|\mathbf{Z}_{k}\right\|<\infty$ for all $k$. Thus, we can apply Theorem 9 to obtain the following deterministic equivalent $\bar{V}_{N}(\rho)$ of $I_{N}(\rho)$ :

$$
\begin{equation*}
\bar{V}_{N}(\rho)=\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \bar{e}_{k} \mathbf{Z}_{k} \mathbf{Z}_{k}^{H}\right)+\sum_{k=1}^{K} \frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{n_{k}}+e_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\right)-\frac{1}{N} \sum_{k=1}^{K} n_{k} e_{k} \bar{e}_{k} \tag{66}
\end{equation*}
$$

where $\bar{e}_{k}, e_{k}, k=1, \ldots, K$, are given as the unique solutions to the following equations

$$
\begin{align*}
& \bar{e}_{k}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\left(e_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& e_{k}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \tag{67}
\end{align*}
$$

such that $\bar{e}_{k}, e_{k}>0$ for all $k$. Recall that the matrices $\mathbf{Q}_{k}$ are the covariance matrices of the channel inputs $\mathbf{x}_{k}$. Thus, the channel model is equivalent to a channel $\mathbf{H}_{k}=\frac{1}{\sqrt{n_{k}}} \mathbf{Z}_{k} \mathbf{W}_{2, k} \tilde{\mathbf{T}}_{k}^{\frac{1}{2}}$, where $\tilde{\mathbf{T}}_{k}^{\frac{1}{2}}=\mathbf{T}^{\frac{1}{2}} \mathbf{Q}_{k}^{\frac{1}{2}}$, with uncorrelated channel inputs $\tilde{\mathbf{x}}_{k} \sim \mathcal{C N}\left(0, \mathbf{I}_{n_{k}}\right)$.

For the double-scattering channel, the matrices $\mathbf{Z}_{k}$ are random and defined as

$$
\begin{equation*}
\mathbf{Z}_{k}=\frac{1}{\sqrt{N_{k}}} \mathbf{R}_{k}^{\frac{1}{2}} \mathbf{W}_{1, k} \mathbf{S}_{k}^{\frac{1}{2}} . \tag{68}
\end{equation*}
$$

Let $(\Omega, \mathcal{F}, P)$ be the probability space generating the random sequences of matrices $\left(\mathbf{W}_{1, k}(\omega)\right)_{N \geq 1}$. There exists $A \subset \Omega$ with $P(A)=1$, such that for each $\omega \in A$, we have $\lim \sup _{N}\left\|\mathbf{Z}_{k}(\omega) \mathbf{Z}_{k}(\omega)^{\mathrm{H}}\right\|<\infty$ ([46]). Thus, for each of these $\omega$, the matrices $\mathbf{Z}_{k} \mathbf{Z}_{k}^{H}$ satisfy the criteria of the correlation matrices of Theorem 9 . Let $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, P^{\prime}\right)$ the probability space generating the matrices $\mathbf{W}_{2, k}$. Thus, for every $\omega \in A$, there exist a $A^{\prime}(\omega) \subset \Omega^{\prime}$ with $P^{\prime}\left(A^{\prime}\right)=1$, such that for all $\omega^{\prime} \in A^{\prime}(\omega), \bar{V}_{N}(\rho)$ is a deterministic equivalent of $I_{N}(\rho)$. Denote by $\left(\Omega \times \Omega^{\prime}, \mathcal{F} \times \mathcal{F}^{\prime}, Q\right)$ the product space generating the matrices $\mathbf{W}_{1, k}(\omega)$ and $\mathbf{W}_{1, k}\left(\omega^{\prime}\right)$ and denote by $B \subset \Omega \times \Omega^{\prime}$ the space of all tuples ( $\omega, \omega^{\prime}$ ), such that $\omega \in A$ and $\omega^{\prime} \in A^{\prime}(\omega)$. By the Fubini theorem, we have $Q(B)=1$, which proves that $\bar{V}_{N}(\rho)-I_{n}(\rho) \rightarrow 0$, almost surely. However, $\bar{V}_{N}(\rho)$ is a random quantity, which depends on the matrices $\mathbf{Z}_{k}$. Therefore, we will need to obtain an iterative deterministic equivalent $\bar{I}_{N}(\rho)$ of $\bar{V}_{N}(\rho)$.

The first step is to replace the fixed-point equations (67) that depend on $\mathbf{Z}_{k}$ by deterministic ones. Let us define the quantities $\bar{e}_{k, i, j}, e_{k, i, j}$, for $i \in\{1, \ldots, K\}, j \in\left\{1, \ldots, N_{k}\right\}$, which are given as the unique solutions to the following set of fixed-point equations:

$$
\begin{align*}
& \bar{e}_{k, i, j}=\frac{1}{n_{k}} \operatorname{tr} \tilde{\mathbf{T}}_{k}\left(e_{k, i, j} \tilde{\mathbf{T}}_{k}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& e_{k, i, j}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k, i, j} \mathbf{Z}_{k, i, j}^{\mathrm{H}}\left(\sum_{\ell=1}^{K} \bar{e}_{\ell, i, j} \mathbf{Z}_{\ell, i, j} \mathbf{Z}_{\ell, i, j}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \tag{69}
\end{align*}
$$

where

$$
\mathbf{Z}_{k, i, j}= \begin{cases}\mathbf{Z}_{k} & , \quad i \neq k \\ {\left[\mathbf{z}_{k, 1} \cdots \mathbf{z}_{k, j-1} \mathbf{z}_{k, j+1} \cdots \mathbf{z}_{k, N_{k}}\right],} & i=k\end{cases}
$$

Obviously, $\bar{e}_{k, i, j}$ and $e_{k, i, j}$ are independent of the vector $\mathbf{z}_{i, j}$. In addition, we define

$$
Z=\max _{k} \limsup _{N}\left\|\mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right\|, \quad T=\max _{k} \limsup _{N}\left\|\tilde{\mathbf{T}}_{k}\right\|, \quad n=\min _{k} n_{k}, \quad c=\frac{N}{n}
$$

and

$$
\alpha_{i, j}=\max _{k}\left|e_{k, i, j}-e_{k}\right|, \quad \bar{\alpha}_{i, j}=\max _{k}\left|\bar{e}_{k, i, j}-\bar{e}_{k}\right| .
$$

Thus, we have for $N$ large,

$$
\begin{align*}
\left|\bar{e}_{k, i, j}-\bar{e}_{k}\right| & =\left|\frac{1}{n_{k}} \operatorname{tr} \tilde{\mathbf{T}}_{k}\left(e_{k, i, j} \tilde{\mathbf{T}}_{k}+\mathbf{I}_{n_{k}}\right)^{-1}\left(\left(e_{k}-e_{k, i, j}\right) \tilde{\mathbf{T}}_{k}\right)\left(e_{k} \tilde{\mathbf{T}}_{k}+\mathbf{I}_{n_{k}}\right)^{-1}\right| \\
& \leq \alpha_{i, j} T^{2} \tag{70}
\end{align*}
$$

Since the right-hand side (RHS) of the last inequality is independent of $k$, we have

$$
\begin{equation*}
\bar{\alpha}_{i, j} \leq \alpha_{i, j} T^{2} \tag{71}
\end{equation*}
$$

On the other hand, for $i \neq k$, we have for $N$ sufficiently large,

$$
\begin{align*}
& \left|e_{k, i, j}-e_{k}\right| \\
= & \left|\frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k} \mathbf{Z}_{k}^{H}\left(\sum_{\ell=1}^{K} \bar{e}_{\ell, i, j} \mathbf{Z}_{\ell, i, j} \mathbf{Z}_{\ell, i, j}^{\mathrm{H}}+{ }_{\rho}^{1} \mathbf{I}_{N}\right)^{-1}\left(\sum_{\ell=1}^{K}\left(\bar{e}_{\ell}-\bar{e}_{\ell, i, j}\right) \mathbf{Z}_{\ell} \mathbf{Z}_{\ell}^{\mathrm{H}}+\bar{e}_{i, i, j} \mathbf{z}_{i, j} \mathbf{z}_{i, j}^{\mathrm{H}}\right)\left(\sum_{\ell=1}^{K} \bar{e}_{\ell} \mathbf{Z}_{\ell} \mathbf{Z}_{\ell}^{\mathrm{H}}+{ }_{\rho}^{1} \mathbf{I}_{N}\right)^{-1}\right|^{-1} \\
\leq & c K \rho^{2} Z^{2} \bar{\alpha}_{i, j}+\frac{\bar{e}_{i, i, j}}{n}\left|\mathbf{z}_{i, j}^{\mathrm{H}}\left(\sum_{\ell=1}^{K} \bar{e}_{\ell} \mathbf{Z}_{\ell} \mathbf{Z}_{\ell}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{\ell=1}^{K} \bar{e}_{\ell, i, j} \mathbf{Z}_{\ell, i, j} \mathbf{Z}_{\ell, i, j}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{i, j}\right| \\
\leq & c K \rho^{2} Z^{2} \bar{\alpha}_{i, j}+\frac{\rho^{2} Z^{2} T}{n} \tag{72}
\end{align*}
$$

where the last inequality is due to $\bar{e}_{k, i, j} \leq T$ and $\left|\mathbf{z}_{i, j}^{\mathrm{H}} \mathbf{A} \mathbf{z}_{i, j}\right| \leq\left\|\mathbf{z}_{i, j}\right\|^{2}\|\mathbf{A}\| \leq Z\|\mathbf{A}\|$, for any matrix $\mathbf{A}$.
Similarly, one can show that

$$
\begin{equation*}
\left|e_{k, k, j}-e_{k}\right|=c K \rho^{2} Z^{2} \bar{\alpha}_{k, j}+\frac{\rho^{2} Z^{2} T}{n}+\frac{\rho Z}{n} . \tag{73}
\end{equation*}
$$

It follows from (72), (73) and (71), that

$$
\begin{equation*}
\alpha_{i, j} \leq c K \rho^{2} Z^{2} \bar{\alpha}_{i, j}+\frac{\rho^{2} Z^{2} T}{n}+\frac{\rho Z}{n} \leq c K \rho^{2} Z^{2} T^{2} \alpha_{i, j}+\frac{\rho^{2} Z^{2} T}{n}+\frac{\rho Z}{n} . \tag{74}
\end{equation*}
$$

Now, for any $\rho \leq \sqrt{\frac{1-\epsilon}{c K Z^{2} T^{2}}}$ and $\epsilon>0$, we have

$$
\alpha_{i, j} \leq \frac{\rho Z}{\epsilon n}(1+\rho Z T) \quad, \quad \bar{\alpha}_{i, j} \leq \frac{\rho Z T^{2}}{\epsilon n}(1+\rho Z T) .
$$

Let $\mu=\max \left\{\frac{\rho Z}{\epsilon}(1+\rho Z T), \frac{\rho Z T^{2}}{\epsilon}(1+\rho Z T)\right\}$, then we finally have

$$
\begin{equation*}
\alpha_{i, j} \leq \frac{\mu}{n} \quad, \quad \bar{\alpha}_{i, j} \leq \frac{\mu}{n} \tag{75}
\end{equation*}
$$

The last result establishes that for sufficiently small $\rho$, the differences between the solutions $\left(\bar{e}_{k, i, j}, e_{k, i, j}\right)$ to (69) and the solutions $\left(\bar{e}_{k}, e_{k}\right)$ to (67) are uniformly bounded by $\mu$ and vanish as $n \rightarrow \infty$. Moreover, $e_{k}$ and $e_{k, i, j}$ have an analytic continuation on $z=-\frac{1}{\rho} \in \mathbb{C} \backslash \mathbb{R}^{+}$and are uniformly bounded on all closed subsets of $z \in \mathbb{C} \backslash \mathbb{R}^{+}$. Thus, in particular for $\rho \in \mathbb{R}^{+} \backslash\{0\}$ and all $k, i, j$, we have by the Vitali convergence theorem [49]

$$
\begin{equation*}
e_{k}-e_{k, i, j} \xrightarrow[N \rightarrow \infty]{ } 0 \quad \text { and hence } \quad \bar{e}_{k}-\bar{e}_{k, i, j} \xrightarrow[N \rightarrow \infty]{ } 0 \tag{76}
\end{equation*}
$$

As a consequence of (76), we can now write

$$
\begin{align*}
e_{k} & =\frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j} \\
& \stackrel{(a)}{\subset} \frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i, k, j} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j} \\
& \stackrel{(b)}{=} \frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{\mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i, k, j} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}-\bar{e}_{k, k, j} \mathbf{z}_{k, j} \mathbf{z}_{k, j}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j}}{1+\bar{e}_{k, k, j} \mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i, j, k} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}-\bar{e}_{k, k, j} \mathbf{Z}_{k, j} \mathbf{z}_{k, j}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j}} \\
& \stackrel{(c)}{\subset} \frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j}}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i, j, k} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \\
& \stackrel{s_{k, j} \bar{e}_{k, k, j}}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i, j, k} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}  \tag{77}\\
& \frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{\frac{s_{k, j}}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}}{1+\frac{s_{k, j} \bar{e}_{k}}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}}
\end{align*}
$$

where (a) follows from (76) since

$$
\begin{equation*}
\left|\mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j}-\mathbf{z}_{k, j}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i, k, j} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{z}_{k, j}\right| \leq \frac{\mu K Z \rho^{2}}{n} \underset{N \rightarrow \infty}{\longrightarrow} 0 \tag{78}
\end{equation*}
$$

$(b)$ is due to Lemma 3, $(c)$ is a consequence of Lemmas 2 and 4 and $(d)$ is obtained by applying (76) a second time. Next, we would like to find deterministic equivalents of the terms $\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}$. We cannot directly apply Theorem 9 at this point since the $\bar{e}_{k}$ are defined as functions of $\mathbf{Z}_{k}$. However, based on the relations (75) and (78), Theorem 9 (see [14, Theorem 1]) can be shown to hold also for the matrix model under study. Thus,

$$
\begin{equation*}
\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \asymp f_{k} \tag{79}
\end{equation*}
$$

where $f_{k}$ for $k \in\{1, \ldots, K\}$ are defined as the unique solution to the following fixed-point equations

$$
\begin{align*}
& \bar{f}_{k}=\frac{1}{N_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} \bar{e}_{k}}{1+\bar{e}_{k} s_{k, j} f_{k}}  \tag{80}\\
& f_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \bar{f}_{i} \mathbf{R}_{i}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \tag{81}
\end{align*}
$$

such that $f_{k}>0$ for all $k$. Replacing (80) in (81) leads to

$$
\begin{equation*}
f_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \frac{\bar{e}_{i}}{N_{i}} \mathbf{R}_{i} \sum_{j=1}^{N_{i}} \frac{s_{i, j}}{1+s_{i, j} \bar{e}_{i} f_{i}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \tag{82}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
e_{k}=\frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} f_{k}}{1+s_{k, j} \bar{e}_{k} f_{k}}+\epsilon_{k} \tag{83}
\end{equation*}
$$

where $\epsilon_{k}$ is a sequence of random variables, satisfying $\epsilon_{k} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0$. Consider now the following system of equations

$$
\begin{aligned}
& \bar{e}_{k}=\frac{1}{n_{k}} \operatorname{tr} \tilde{\mathbf{T}}_{k}\left(e_{k} \tilde{\mathbf{T}}_{k}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& e_{k}=\frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} f_{k}}{1+s_{k, j} \bar{e}_{k} f_{k}}+\epsilon_{k} \\
& f_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \frac{\bar{e}_{i}}{N_{i}} \mathbf{R}_{i} \sum_{j=1}^{N_{i}} \frac{s_{i, j}}{1+s_{i, j} \bar{e}_{i} f_{i}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}
\end{aligned}
$$

and its deterministic counterpart

$$
\begin{aligned}
& \bar{g}_{k}=\frac{1}{n_{k}} \operatorname{tr} \tilde{\mathbf{T}}_{k}\left(g_{k} \tilde{\mathbf{T}}_{k}+\mathbf{I}_{n_{k}}\right)^{-1} \\
& g_{k}=\frac{1}{n_{k}} \sum_{j=1}^{N_{k}} \frac{s_{k, j} \delta_{k}}{1+s_{k, j} \bar{g}_{k} \delta_{k}} \\
& \delta_{k}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \frac{\bar{g}_{i}}{N_{i}} \mathbf{R}_{i} \sum_{j=1}^{N_{i}} \frac{s_{i, j}}{1+s_{i, j} \bar{g}_{i} \delta_{i}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1}=\frac{1}{N_{k}} \operatorname{tr} \mathbf{R}_{k}\left(\sum_{i=1}^{K} \frac{n_{i}}{N_{i}} \frac{\bar{g}_{i} g_{i}}{\delta_{i}} \mathbf{R}_{i}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} .
\end{aligned}
$$

Define the quantities:

$$
\gamma_{1}=\max _{k}\left|e_{k}-g_{k}\right|, \quad \gamma_{2}=\max _{k}\left|\bar{e}_{k}-\overline{g_{k}}\right|, \quad \gamma_{3}=\max _{k}\left|f_{k}-\delta_{k}\right|, \quad \epsilon=\max _{k}\left|\epsilon_{k}\right| .
$$

Straight-forward calculations lead to the following bounds:

$$
\gamma_{1} \leq c S \gamma_{3}+c S^{2} R^{2} \rho^{2} \gamma_{2}+\epsilon, \quad \gamma_{2} \leq \gamma_{1} T^{2}, \quad \gamma_{3} \leq K S R^{2} \rho^{2} \gamma_{2}+K S^{2} R^{2} T^{2} \rho^{2} \gamma_{1}
$$

Combining these results and using the fact that $\epsilon \underset{N \rightarrow \infty}{\text { a.s. }} 0$ yields for $\rho$ sufficiently small,

$$
\begin{equation*}
\gamma_{1}, \gamma_{2}, \gamma_{3} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 . \tag{84}
\end{equation*}
$$

Since $e_{k}, g_{k}, \bar{e}_{k}, \bar{g}_{k}, f_{k}, \delta_{k}$ are all (almost surely) bounded for $\rho$ in any closed subset of $\mathbb{R}^{+} \backslash\{0\}$ and have analytic continuations for $\rho \in \mathbb{C} \backslash \mathbb{R}^{-}$, we have by Vitali's convergence theorem [49] that (84) holds for any $\rho \in \mathbb{R}^{+} \backslash\{0\}$.

Coming now back to $\bar{V}_{N}(\rho)$ as given in (66), we have from the continuous mapping theorem [31] that

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{K}\left[\log \operatorname{det}\left(\mathbf{I}_{n_{k}}+e_{k} \tilde{\mathbf{T}}_{k}\right)-n_{k} e_{k} \bar{e}_{k}\right]-\left[\log \operatorname{det}\left(\mathbf{I}_{n_{k}}+g_{k} \tilde{\mathbf{T}}_{k}\right)-n_{k} g_{k} \bar{g}_{k}\right] \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 . \tag{85}
\end{equation*}
$$

Moreover, since $\left\|\sum_{k=1}^{K}\left(\bar{e}_{k}-\bar{g}_{k}\right) \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right\| \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0$, we have

$$
\begin{equation*}
\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \bar{e}_{k} \mathbf{Z}_{k} \mathbf{Z}_{k}^{H}\right)-\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \bar{g}_{k} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 . \tag{86}
\end{equation*}
$$

Applying Theorem 9 to the last term yields

$$
\begin{align*}
& \frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \bar{g}_{k} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right) \\
& \quad-\frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} g_{k}}{\delta_{k}} \mathbf{R}_{k}\right)-\frac{1}{N} \sum_{k=1}^{K} \log \operatorname{det}\left(\mathbf{I}_{N_{k}}+\bar{g}_{k} \delta_{k} \mathbf{S}_{k}\right)+n_{k} \bar{g}_{k} g_{k} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 . \tag{87}
\end{align*}
$$

Combining (85) and (87) finally leads to

$$
\begin{equation*}
\bar{V}_{N}(\rho)-\bar{I}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 0 \tag{88}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{I}_{N}(\rho)= & \frac{1}{N} \log \operatorname{det}\left(\mathbf{I}_{N}+\rho \sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} g_{k}}{\delta_{k}} \mathbf{R}_{k}\right)+\frac{1}{N} \sum_{k=1}^{K} \log \operatorname{det}\left(\mathbf{I}_{N_{k}}+\bar{g}_{k} \delta_{k} \mathbf{S}_{k}\right)-n_{k} \bar{g}_{k} g_{k} \\
& +\frac{1}{N} \sum_{k=1}^{K} \log \operatorname{det}\left(\mathbf{I}_{n_{k}}+g_{k} \tilde{\mathbf{T}}_{k}\right)-n_{k} g_{k} \bar{g}_{k} . \tag{89}
\end{align*}
$$

This concludes the proof of part $(i)$.
In order to show the convergence in the mean (part (ii)), we will pursue the same approach as in [5], [7]. Define the following functions:

$$
m_{N}(z)=\frac{1}{N} \operatorname{tr}\left(\sum_{k=1}^{K} \mathbf{H}_{k} \mathbf{H}_{k}^{\mathrm{H}}-z \mathbf{I}_{N}\right)^{-1}, \quad \bar{m}_{N}(z)=\frac{1}{N} \operatorname{tr}\left(\sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} g_{k}}{\delta_{k}} \mathbf{R}_{k}-z \mathbf{I}_{N}\right)^{-1} .
$$

One can show that

$$
\begin{equation*}
\mathbb{E}\left[I_{N}(\rho)\right]-\bar{I}_{N}(\rho)=\int_{\frac{1}{\rho}}^{\infty}\left(\left[\frac{1}{\omega}-\mathbb{E}\left[m_{N}(-\omega)\right]\right]-\left[\frac{1}{\omega}-\bar{m}_{N}(-\omega)\right]\right) d \omega . \tag{90}
\end{equation*}
$$

Since both $m_{N}(\omega)$ and $\bar{m}_{N}(\omega)$ are uniformly bounded by $\frac{1}{\omega}$, it follows from dominated convergence arguments, Theorem 9 and (84) that, for all $\omega>0$,

$$
\begin{equation*}
\left[\frac{1}{\omega}-\mathbb{E}\left[m_{N}(-\omega)\right]\right]-\left[\frac{1}{\omega}-\bar{m}_{N}(-\omega)\right] \rightarrow 0 . \tag{91}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\left|\left[\frac{1}{\omega}-\mathbb{E}\left[m_{N}(-\omega)\right]\right]-\left[\frac{1}{\omega}-\bar{m}_{N}(-\omega)\right]\right| & \leq\left|\left[\frac{1}{\omega}-\mathbb{E}\left[m_{N}(-\omega)\right]\right]\right|+\left|\left[\frac{1}{\omega}-\bar{m}_{N}(-\omega)\right]\right| \\
& \leq \frac{1}{\omega^{2}}\left(\frac{1}{N} \operatorname{tr} \mathbb{E}\left[\sum_{k=1}^{K} \mathbf{H}_{k} \mathbf{H}_{k}^{H}\right]+\frac{1}{N} \operatorname{tr}\left(\sum_{k=1}^{K} \frac{n_{k}}{N_{k}} \frac{\bar{g}_{k} g_{k}}{\delta_{k}} \mathbf{R}_{k}\right)\right) \\
& \leq \frac{2 K R S T}{\omega^{2}} \tag{92}
\end{align*}
$$

where $R=\max _{k} \lim \sup \left\|\mathbf{R}_{k}\right\|, S=\max _{k} \lim \sup \left\|\mathbf{S}_{k}\right\|, T=\max _{k} \lim \sup \left\|\mathbf{T}_{k} \mathbf{Q}_{k}\right\|$. Since $\frac{2 K R S T}{\omega^{2}}$ is finite and integrable over $\left[\frac{1}{\rho}, \infty\right)$, it follows from the dominated convergence theorem that

$$
\begin{equation*}
\mathbb{E}\left[I_{N}(\rho)\right]-\bar{I}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{ } 0 \tag{93}
\end{equation*}
$$

## Appendix F

## Proof of Theorem 6: Optimal power allocation

The proof follows closely those of [25, Proposition 5] and [14, Proposition 3].
We first recall the following property of concave functions (see e.g. [50]):

Property 1: A function $f\left(\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{K}\right)$ is strictly concave in the Hermitian nonnegative matrices $\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{K}$, if and only if, for any couples $\left(\mathbf{Q}_{1_{a}}, \mathbf{Q}_{1_{b}}\right), \ldots,\left(\mathbf{Q}_{K_{a}}, \mathbf{Q}_{K_{b}}\right)$ of Hermitian nonnegative matrices, the function

$$
\phi(\lambda)=f\left(\lambda \mathbf{Q}_{1_{a}}+(1-\lambda) \mathbf{Q}_{1 b}, \ldots, \lambda \mathbf{Q}_{K_{a}}+(1-\lambda) \mathbf{Q}_{K b}\right), \quad \lambda \in[0,1]
$$

is strictly concave.

Consider now $\bar{I}_{N}(\rho)$ seen as a function of $\lambda$ for $\mathbf{Q}_{k}=\lambda \mathbf{Q}_{k_{a}}-(1-\lambda) \mathbf{Q}_{k_{b}}$, where $\mathbf{Q}_{k_{a}}, \mathbf{Q}_{k_{b}}$ are Hermitian nonnegative definite matrices, for $k=1, \ldots, K$. Thus, by the chain rule of differentiation,

$$
\begin{equation*}
\frac{d \bar{I}_{N}(\rho)}{d \lambda}=\frac{\partial \bar{I}_{N}(\rho)}{\partial \lambda}+\sum_{k=1}^{K} \frac{\partial \bar{I}_{N}(\rho)}{\partial \bar{g}_{k}} \frac{\partial \bar{g}_{k}}{\partial \lambda}+\frac{\partial \bar{I}_{N}(\rho)}{\partial g_{k}} \frac{\partial g_{k}}{\partial \lambda}+\frac{\partial \bar{I}_{N}(\rho)}{\partial \delta_{k}} \frac{\partial \delta}{\partial \lambda} . \tag{94}
\end{equation*}
$$

One can verify that the partial derivatives of $\bar{I}_{N}(\rho)$ with respect to $g_{k}, \bar{g}_{k}, \delta_{k}$, respectively, satisfy

$$
\begin{equation*}
\frac{\partial \bar{I}_{N}(\rho)}{\partial g_{k}}=\frac{\partial \bar{I}_{N}(\rho)}{\partial \bar{g}_{k}}=\frac{\partial \bar{I}_{N}(\rho)}{\partial \delta_{k}}=0, \tag{95}
\end{equation*}
$$

due to the defining relation (21). Thus,

$$
\begin{equation*}
\frac{d \bar{I}_{N}(\rho)}{d \lambda}=\frac{\partial \bar{I}_{N}(\rho)}{\partial \lambda}=\sum_{k=1}^{K} \frac{1}{N} \operatorname{tr} \mathbf{T}_{k}^{\frac{1}{2}}\left(\mathbf{I}_{n_{k}}+g_{k} \mathbf{T}_{k}^{\frac{1}{2}}\left(\lambda \mathbf{Q}_{k_{a}}+(1-\lambda) \mathbf{Q}_{k_{b}}\right) \mathbf{T}_{k}^{\frac{1}{2}}\right)^{-1} \mathbf{T}_{k}^{\frac{1}{2}}\left(\mathbf{Q}_{k_{a}}-\mathbf{Q}_{k_{b}}\right) . \tag{96}
\end{equation*}
$$

The second derivative therefore reads

$$
\begin{equation*}
\frac{d^{2} \bar{I}_{N}(\rho)}{d \lambda^{2}}=-\sum_{k=1}^{K} \frac{1}{N} \operatorname{tr}[\underbrace{\mathbf{T}_{k}^{\frac{1}{2}}\left(\mathbf{I}_{n_{k}}+g_{k} \mathbf{T}_{k}^{\frac{1}{2}}\left(\lambda \mathbf{Q}_{k_{a}}+(1-\lambda) \mathbf{Q}_{k_{b}}\right) \mathbf{T}_{k}^{\frac{1}{2}}\right)^{-1} \mathbf{T}_{k}^{\frac{1}{2}}}_{\triangleq \mathbf{A}_{k}} \underbrace{\left(\mathbf{Q}_{k_{a}}-\mathbf{Q}_{k_{b}}\right)}_{\triangleq \mathbf{B}_{k}}]^{2} \tag{97}
\end{equation*}
$$

where $\mathbf{A}_{k}$ are Hermitian nonnegative definite and $\mathbf{B}_{k}$ are Hermitian. Let $\mathbf{A}_{k}=\mathbf{U}_{k} \mathbf{D}_{k} \mathbf{U}_{k}^{H}$ be the eigenvalue decomposition of $\mathbf{A}_{k}$, where $\mathbf{U}_{k} \in \mathbb{C}^{n_{k} \times n_{k}}$ are unitary matrices and $\mathbf{D}_{k}=\operatorname{diag}\left(d_{k, 1}, \ldots, d_{k, n_{k}}\right) \succeq$ 0 . Moreover, denote $\mathbf{Z}_{k}=\mathbf{B}_{k} \mathbf{U}_{k}=\left[\mathbf{z}_{k, 1} \ldots \mathbf{z}_{k, n_{k}}\right]$. Then,

$$
\begin{equation*}
\frac{1}{N} \operatorname{tr}\left[\mathbf{A}_{k} \mathbf{B}_{k}\right]^{2}=\frac{1}{N} \operatorname{tr} \mathbf{D}_{k} \mathbf{U}^{\mathrm{H}} \mathbf{B}_{k} \mathbf{A}_{k} \mathbf{B}_{k} \mathbf{U}=\frac{1}{N} \operatorname{tr} \mathbf{D}_{k} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{A}_{k} \mathbf{Z}_{k}=\frac{1}{N} \sum_{j=1}^{n_{k}} d_{k, j} \mathbf{z}_{k, j}^{\mathrm{H}} \mathbf{A}_{k} \mathbf{z}_{k, j} \geq 0 \tag{98}
\end{equation*}
$$

If $\mathbf{T}_{k} \succ 0$, or equivalently, if $\mathbf{T}_{k}$ is invertible, we have $\mathbf{A}_{k} \succ 0$ and (98) holds with strict inequality for $\mathbf{Q}_{k_{a}} \neq \mathbf{Q}_{k_{b}}$. Thus, if any of the matrices $\mathbf{T}_{k}$ is invertible and $\mathbf{Q}_{k_{a}} \neq \mathbf{Q}_{k_{b}}$, we have

$$
\begin{equation*}
\sum_{k=1}^{K} \frac{1}{N} \operatorname{tr}\left[\mathbf{A}_{k} \mathbf{B}_{k}\right]^{2}>0 \tag{99}
\end{equation*}
$$

and hence $\frac{d^{2} \bar{I}_{N}(\rho)}{d \lambda^{2}}<0$. Thus, $\bar{I}_{N}(\rho)$ is strictly concave in the matrices $\mathbf{Q}_{k}$. Due to (95) it is then sufficient to maximize

$$
\begin{equation*}
\log \operatorname{det}\left(\mathbf{I}_{n_{k}}+g_{k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k} \mathbf{T}_{k}^{\frac{1}{2}}\right) \tag{100}
\end{equation*}
$$

with respect to $\mathbf{Q}_{k}$ and with the constraint $\frac{1}{n_{k}} \operatorname{tr} \mathbf{Q}_{k} \leq P_{k}$. The solution to this problem is well-known [41] and given by the water-filling solution stated in the theorem. However, since $g_{k}$ depends on $\mathbf{Q}_{k}$, this solution must be computed iteratively by Algorithm 1.

## Appendix G

## Proof of Theorem 7: SINR of the MMSE detector

Similar to the proof of Theorem 5, let us consider the matrix model

$$
\begin{equation*}
\mathbf{H}_{k}=\frac{1}{\sqrt{n_{k}}} \mathbf{Z}_{k} \mathbf{W}_{2, k} \mathbf{T}_{k}^{\frac{1}{2}} \mathbf{Q}_{k}^{\frac{1}{2}} \tag{101}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Z}_{k}=\frac{1}{\sqrt{N_{k}}} \mathbf{R}_{k}^{\frac{1}{2}} \mathbf{W}_{k, 1} \mathbf{S}_{k}^{\frac{1}{2}} \tag{102}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\gamma_{k, j}^{N}=p_{k, j} t_{k, j} \frac{1}{n_{k}} \mathbf{w}_{2, k, j}^{\mathbf{H}} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{i=1}^{K} \mathbf{H}_{i} \mathbf{H}_{i}^{\mathrm{H}}-p_{k, j} t_{k, j} \frac{1}{n_{k}} \mathbf{Z}_{k} \mathbf{w}_{2, k, j} \mathbf{w}_{2, k, j} \mathbf{Z}_{k}^{\mathrm{H}}+\frac{1}{\rho} \mathbf{I}_{N}\right)^{-1} \mathbf{Z}_{k} \mathbf{w}_{2, k, j} . \tag{103}
\end{equation*}
$$

It was shown in the proof of Theorem 5 that, almost surely, $\lim \sup _{N}\left\|\mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right\|<0$. From the Fubini theorem, Lemma 2 and Lemma 4, we therefore have

$$
\begin{equation*}
\gamma_{k, j}^{N}-p_{k, j} t_{k, j} \frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{i=1}^{K} \mathbf{H}_{i} \mathbf{H}_{i}^{\mathrm{H}}+\rho \mathbf{I}_{n_{k}}\right) \xrightarrow[N \rightarrow \infty]{\text { a.s }} 0 \tag{104}
\end{equation*}
$$

Applying Theorem 9 (i) leads to

$$
\begin{equation*}
\gamma_{k, j}^{N}-p_{k, j} t_{k, j} \frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\rho \mathbf{I}_{n_{k}}\right)^{-1} \xrightarrow[N \rightarrow \infty]{\text { a.s }} 0 \tag{105}
\end{equation*}
$$

where $\bar{e}_{i}$ are given as the unique solutions to (67). Notice now from (67) that

$$
\begin{equation*}
e_{k}=\frac{1}{n_{k}} \operatorname{tr} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\left(\sum_{i=1}^{K} \bar{e}_{i} \mathbf{Z}_{i} \mathbf{Z}_{i}^{\mathrm{H}}+\rho \mathbf{I}_{n_{k}}\right)^{-1} \tag{106}
\end{equation*}
$$

and that $\max _{k}\left|e_{k}-g_{k}\right| \xrightarrow[N \rightarrow \infty]{\text { a.s }} 0$ by (84). This finally implies

$$
\begin{equation*}
\gamma_{k, j}^{N}-p_{k, j} t_{k, j} g_{k} \xrightarrow[N \rightarrow \infty]{\text { a.s }} 0 \tag{107}
\end{equation*}
$$

## Appendix H

## Proof of Corollary 2: Sum-Rate with MMSE decoding

Part $(i)$ is a simple consequence of Theorem 7 and the continuous mapping theorem.
For Part $(i i)$, first notice that $R_{N}(\rho) \leq I_{N}(\rho)$ and $\bar{R}_{N}(\rho) \leq \bar{I}_{N}(\rho)$. Thus,

$$
\begin{equation*}
\left|R_{N}(\rho)-\frac{1}{N} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}} \log \left(1+p_{k, j} t_{k, j} g_{k}\right)\right| \leq I_{N}(\rho)+\bar{I}_{N}(\rho) \triangleq \phi_{N}(\rho) \tag{108}
\end{equation*}
$$

Since $\mathbb{E}\left[\phi_{N}(\rho)\right]<\infty$ by Theorem $5(i i)$, it follows from dominated convergence arguments that

$$
\begin{equation*}
\mathbb{E}\left[R_{N}(\rho)\right]-\bar{R}_{N}(\rho) \xrightarrow[N \rightarrow \infty]{ } 0 \tag{109}
\end{equation*}
$$

## Appendix I

## Proof of Corollary 3: Rayleigh product channel

Under the assumptions of the corollary, the fundamental equations in Theorem 4 reduce to

$$
\begin{align*}
\bar{g} & =\frac{1}{1+g}  \tag{110}\\
g & =\frac{S}{N} \frac{\delta}{1+\bar{g} \delta}  \tag{111}\\
\delta & =\frac{1}{K \frac{\bar{g} g}{\delta}+\frac{S}{N} \frac{1}{\rho}} \tag{112}
\end{align*}
$$

From (110), we have

$$
\begin{equation*}
g=\frac{1-\bar{g}}{\bar{g}} . \tag{113}
\end{equation*}
$$

Solving (111) for $\delta$ and replacing $g$ by (113) yields

$$
\begin{equation*}
\delta=\frac{1-\bar{g}}{\bar{g}\left(\bar{g}+\frac{S}{N}-1\right)} . \tag{114}
\end{equation*}
$$

Solving (112) for $\delta$ and replacing $g$ by (113) leads to

$$
\begin{equation*}
\delta=\frac{1-K(1-\bar{g})}{\frac{S}{N} \frac{1}{\rho}} . \tag{115}
\end{equation*}
$$

Equating (114) and (115) and rearranging the terms as a polynomial in $\bar{g}$ finally yields

$$
\begin{equation*}
\bar{g}^{3}-\bar{g}^{2}\left(2-\frac{S}{N}-\frac{1}{K}\right)+\bar{g}\left(1-\frac{S}{N}-\frac{1}{K}+\frac{S}{N K}\left(1+\frac{1}{\rho}\right)\right)-\frac{S}{N K} \frac{1}{\rho}=0 . \tag{116}
\end{equation*}
$$

By Theorem 4, only one of the roots of this polynomial satisfies $\bar{g}, g, \delta>0$. Now, (113) implies $\bar{g}<1$, (114) implies $\bar{g}>1-\frac{S}{N}$ (115) implies $\bar{g}>1-\frac{1}{K}$. Hence $\bar{g} \in\left(1-\min \left[\frac{1}{K}, \frac{S}{N}\right], 1\right)$.

Similarly, $\bar{I}_{N}(\rho)$ reduces under the assumptions of the corollary to

$$
\begin{equation*}
\bar{I}_{N}(\rho)=\log \left(1+\rho \frac{N K}{S} \frac{\bar{g} g}{\delta}\right)+\frac{K S}{N} \log (1+\bar{g} \delta)+K \log (1+g)-2 K \bar{g} g . \tag{117}
\end{equation*}
$$

Replacing $\frac{g}{\delta}$ by $\bar{g}+\frac{S}{N}-1$ in the first term, $\delta$ by (114) in the second term, $g$ by (113) in the third term and $\bar{g} g$ by $(1-\bar{g})$ in the last term leads to the desired result.

The simplification of Theorem 7 is immediate since $\bar{\gamma}_{k j}^{N}=p_{k, j} t_{k, j} g_{k}=\frac{1-\bar{g}}{\bar{g}}$ by (113).

## Appendix J

## Matlab code related to the multihop AF MIMO relay channel

## A. Code for Corollary 1: corollary1.m

```
function I_k = corollaryl(k, K,a,rho,c)
% Compute deterministic equivalent I_k of the asymptotic mutual information
% Input parameters :
% k : denotes which function I_k to compute
% K : total number number of hops
% a = [alpha_1,...,alpha_{K}] : vector containing the path loss factors
% rho = [rho_0,...rho_{K-1}] : vector containing the power budgets rho_k
% c [c_1,...,c_K] : vector containing the matrix dimension ratios
% Calculate asymptotic power normalization factors (Lemma 1)
b = zeros(1,k);
b(1) = rho(1);
for i=2:k
    b(i) = rho(i) / (1+a(i-1)*rho(i-1));
end
% Calculate capacity
I_k = 1/K*(theorem2(k,1,a,b,c) - theorem2(k,1,a,[0,b(2:end)],c));
end
```

B. Code for Theorem 2: theorem2.m

```
function J = theorem2(k,x,a,b, c)
% Recursively computes deterministic equivalent of J_k
% Input parameters :
% k : denotes which function J_k to compute
% x : argument of J_k
% a = [alpha_1,...,alpha_{k}] : vector containing the path loss factors
% b = [beta_0,...,beta_{k-1}] : power normalization factors
% c = [c_1,...,c_K] : vector containing the matrix dimension ratios
if (k==1) % J_1 is given in closed form
    [~ ,e] = theorem3 (k-1,x,a,b,c);
    J = c(k)*log(1 + x*a(k)*b(k)/(c(k)+e)) + log(1+e/c(k)) - e/(c(k)+e);
else % J_k, k>1, must be computed recursively
    [~ ,e] = theorem3 (k-1,x,a,b,c);
    J = c(k)*theorem2(k-1,x*a(k)*b (k)/(c(k) +x*a(k)*b (k) + e),a,b,c)...
                +c(k)*log(1 + x*a(k)*b(k)/(c(k)+e)) + log(1 + e/c(k)) - e/(c(k)+e);
end
end
```


## C. Code for Theorem 3: theorem3.m

```
function [m,e] = theorem3(k, x, a,b,c)
% Recursively computes the quantities e_k
% Input parameters :
% k : denotes which function e_k to compute
% x : argument of e_k
% a = [alpha_1,...,alpha_{k}] : vector containing the path loss factors
% b = [beta_0,...,beta_{k}] : power normalization factors
% c = c_1,..., c_K] : vector containing the matrix dimension ratios
if (k==0) % For k=0, e_o and m_0 are given in closed form
```



```
        +4*x*a(1)* b (1)* c(1)^2)/2;
        m=c(1) / (a(1)*b(1)/(c(1)+e)+1/x) + (1-c(1))*x;
else % For k>0, e_k is given as the solution to a fixed point equation
    e = 0;
    eold = 1;
    while abs(e-eold)>1e-6 % the error tolerance 1e-6 can be changed
        eold = e;
        e = c(k+1)*(c(k+1)+eold) - c(k+1)*(c(k+1)+eold)^2/(x*a(k+1)*b(k+1))...
                    * theorem3(k-1,x*a(k+1)*b(k+1)/(c(k+1)+x*a(k+1)*b(k+1)+eold),a,b,c);
        end
        m= x*C(k+1)/(c(k+1)+e);
end
end
```
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[^0]:    ${ }^{1}$ A standard complex Gaussian matrix $\mathbf{X}$ has i.i.d. elements $\mathbf{X}_{i j} \sim \mathcal{C \mathcal { N }}(0,1)$.
    ${ }^{2}$ Under a long-term power constraint, the expectation could be taken also with respect to the matrices $\mathbf{H}_{k}$. Asymptotically, both constraints are equivalent (see Lemma 1).

